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EDITORIAL 

 (Submitted Mar 2013) 

 
It is a pleasure to publish the present issue 

of Physics Education, with wide ranging 

interesting articles. Vinay Venugopal and Piyush 

Bhagdikar present an analysis of Compton effect 

using deBroglie wavelength of scattered electrons, 

a novel idea. Abhijit Potdar discusses teaching of 

free and forced oscillations using a java applet. 

Prasad Ravichandran’s article on relativistic time 

dilation is thought provoking. In our regular 

feature ‘Physics Through Teaching Lab’ we 

present an article by D. Hanumeshkumar et al on 

LABview based weighing machine.   

As usual, there is a regular feature on 

‘Physics Through Problem Solving’ by Ahmed 

Sayeed. The article on Cooper pairs can give some 

down to earth account of the problem and the 

article by Elmehdi et al gives some analysis of the 

students’ difficulties with introductory physics 

courses, particularly in Sharjah. 

We have carried a Book review of two 

recent monographs on Astrophysics the evolution 

and end-state of Stars by G Srinivasan and I thank 

Professor J V Narlikar for an expert report of 

value for readers. 

 We welcome scholarly discussion and 

feedback on the material that appears in the 

journal, which could be carried either as 

Comments or a full scale Article. Issues of import 

on pedagogy can be carried as a Letter to Editor. 

 

 

 

Pramod S. Joag. 

Chief-editor@physedu.in, 
pramod@physics.unipune.ac.in 

Chief Editor 
 

_______________________________________________________________________________________________  
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Abstract 
 

A java applet has been created for use as an all-inclusive online as well as offline learning 

object to teach the phenomena of free, damped and forced oscillations in physics in an 

entirely novel way. Subtle, yet very important features of the above phenomena, which 

can be difficult to make young learners understand through conventional classroom 

teaching, can be made easily understandable with the applet’s help, through 

demonstration of animated plots, as well as through the provision for virtual 

experimentation with appropriate controls. The learner can keep track of the relevant 

theory including all pertinent equations, which come into focus in synchronization with 

the dynamic plots in real time. A topical quiz has been embedded inside the applet itself 

to examine the improvement, if any, in his understanding of the topic. Quantitative as 

well as interview-based studies to test the effectiveness of the applet have also been 

carried out. The results indicate that the applet can be most effective when used in 

conjunction with proper guidance from the teacher and when made part of a well thought-

out curriculum. 

________________________________________________________________________ 

 

1. Introduction 
 

The phenomena of free, damped and 

forced oscillations are amongst the most 

frequently encountered topics in physics. 

Students are introduced to the topics 

when learning the mechanics behind the 

swinging pendulum. They come across 

the topics in acoustics as also when 

studying alternating currents in circuits. 

Later on they encounter the topics in 

atomic and nuclear physics as well. The 

mathematical formulation used to teach 

the topics however remains more or less 

the same. It usually involves the solution 

of second order, homogeneous and 

inhomogeneous ordinary differential 

equations. It is imperative that the 

students, coming out of school and 

entering college to study physics, have a 
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fair idea of solving differential equations 

in general. As is often the case, this does 

not happen and the teacher has to write 

all the steps of the mathematical 

formulation on the blackboard, 

explaining them alongside. He may have 

to repeat the same when teaching the 

topics under the different heads. This 

kills the enjoyment of understanding the 

physics inherent in the topics. It also 

stretches the time required to finish the 

topic in class. In the process, the subject 

has the potential of becoming boring as 

well. I recall encountering the yawns and 

drooping eyes of a few of my students as 

I frenetically go about performing all of 

the mathematical deductions on the 

blackboard. This has led me to think if 

there could be another way the topics 

could be taught to make them more 

interesting and through which the 

relationships shared by the topics could 

be made more apparent. With computers 

and the Internet becoming more and 

more pervasive and accessible, I thought 

upon creating an e-learning tool in the 

form of an all-inclusive educational 

applet to accomplish this task. The 

applet would facilitate engaged 

exploration in the students through the 

inclusion of interactive and animated 

simulations, using which they would be 

encouraged to pose questions to 

themselves and seek answers from the 

applet.  To that end, I would be guided 

in some measure by the results of earlier 

research [1-4] on creating effective 

educational simulations. In the process, I 

would also be building upon an applet 

[5] created by me earlier to teach the 

topic of resonance, as well as a few other 

applets [6,7] to teach some other topics 

as well.  

 

2. Theory of oscillations in 

lumped systems  
 

I have chosen oscillations in simple, 

lumped systems like the mass-spring 

system and its electrical analogue, the 

series-LCR circuit, as the subjects of this 

study. In the mass spring-system, the 

total energy is lumped as kinetic and 

potential energies in the mass (m) and 

the spring (represented by the spring-

constant k) respectively.  In the series 

LCR circuit, the total energy is lumped 

as electric and magnetic energies in the 

coil (of self-inductance L) and the 

capacitor (of capacitance C) 

respectively.  Let us consider the mass-

spring system first. The motion of the 

mass, displaced initially from its position 

of rest and constrained only by viscous-

damping, is governed by the second-

order, homogeneous, ordinary 

differential equation, 

(1)0
2

2


dt

dx
bkx

dt

xd
m .   

x is the displacement at time t and b is 

the damping-constant, the damping force 

being proportional to the velocity. The 

solution of Eq.1 subject to the initial 

conditions, 
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The motion is under-damped or 

oscillatory with an oscillation-frequency 

1 . 

(ii) For critical damping: kmb 2 , 

(7))
2

exp()
2

1()( 0 t
m

b
t

m

b
xtx  . 

The motion is said to be critically- 

damped. The system does not oscillate at 

all and the initial displacement decays to 

zero in the least possible time.  

 

(iii) For large damping: kmb 2 , 
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 where 1B  and 2B are arbitrary constants 

that may be determined from the initial 

conditions. Note that the terms under the 

square roots are real. The system, in this 

case too, does not oscillate and the initial 

displacement decays to zero, albeit 

slowly. This motion is referred to as 

over-damped or dead-beat. 

 

The above solutions pertain to the free, 

natural motion of a damped system not 

subject to any external force. If the same 

system is driven by a sinusoidal-external 

-force of amplitude maxF and frequency 

2 , then the equation of interest would 

be 

).9()sin( 2max2

2

tF
dt
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bkx
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Its steady state solution would yield 
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and 

)13(.90 0  . 

The steady state velocity can be found to 

be  

)14()sin()( 2

max2 


 t
D

F
tv , 

by taking the time-derivative of Eq. 10. 

From Eqs. 10 and 14, we find that the 

motion is that of forced oscillation with 

both the displacement )(tx and the 

velocity )(tv  oscillating with a 

frequency 2  equal to that of the 

external driving force. )(tx  lags the 

driving force by the phase angle   

while )(tv  lags the driving force by the 

phase angle  . We also note that the 

amplitude of both )(tx  and )(tv vary 

with 2 . The amplitude of )(tx  

becomes maximum when D  becomes 

minimum. This occurs when 

)15(
2 2

2

2
m

b

m

k
  

and the situation is referred to amplitude 

resonance. On the other hand, the 

amplitude of )(tv  becomes maximum 

when 
2

D
 becomes minimum. This 

occurs when  

)16(02  
m

k
 

and the situation is referred to velocity 

resonance. In this case, the phase angle 

 , at resonance, becomes zero and 

consequently the velocity oscillates in 

phase with the driving force.  

 

It is important to bear in mind that 
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solution for )(tx  given in Eq. 10 (and 

also for )(tv  given in Eq. 14 for that 

matter) correspond to the state of the 

system after it has reached a steady state. 

In the intervening period between 0t  

and this time, the actual solution for )(tx  

would be the sum of this steady state 

solution and any one of the transient 

solutions for )(tx  given in Eqs. 3, 7 and 

8. However the transient solutions, true 

to their name, die out quickly, enabling 

the system to be in the true steady state 

described only by Eqs. 10 and 14.  

 

Next we dwell on the series LCR circuit. 

The corresponding equation of motion 

for the system driven by an external 

sinusoidal voltage source of amplitude 

maxV  and frequency 2 is given by  

)17()sin( 2max2

2

tV
dt

dq
R

C

q

dt

qd
L  . 

 With the voltage source removed and 

the system left to itself, the equation of 

motion becomes 

).18(0
2

2


dt

dq
R

C

q

dt

qd
L  

If we compare Eq. 17 with Eq. 9 and Eq. 

18 with Eq. 1, we find that the equations 

are exactly analogous if the self-

inductance L  corresponds to the mass 

m , the capacitance C  corresponds to 

inverse of the spring-constant k , the 

resistance R  corresponds to the 

damping constant b  and the charge 

q corresponds to the displacement x . 

The velocity 
dt

dx
v   would now 

correspond to the current 
dt

dq
i  .  

The voltage across R  ( RiVR  ) would 

now correspond to the damping force 

( vb ), the voltage across C  (
C

q
VC  ) 

would now correspond to the restoring 

force provided by the spring ( xk ) and 

the voltage across L  (
dt

di
LVL  ) would 

now correspond to the net force on the 

mass (
dt

dv
m ). What this implies, is, that 

we need not strain ourselves trying to 

solve the equations all over again for the 

electrical system as we have already 

found the solutions for the mechanical 

one, evidenced through Eqs. 3,7,8, 10 

and 14. We only need to replace the 

values of the lumped parameters in the 

mechanical system with those of their 

electrical counterparts. We would then 

have found that velocity resonance 

corresponds to current resonance 

wherein the amplitude 0I  of the 

alternating current i  becomes a 

maximum when the frequency of the 

external alternating voltage source 2 , 

equals  

)19(
1

0
LC

 , 

the natural frequency of the resistance-

less motion. The current is then in phase 

with the source voltage, and the 

corresponding impedance Z  is equal to 

R . The circuit then behaves as if it is a 

purely resistive one.  We may also 

observe voltage resonance in the LCR 

series circuit, corresponding to 

amplitude resonance in the mechanical 

case. The amplitude of the oscillating 

charge q  on the capacitor and 

equivalently that of the oscillating 

voltage across the capacitor 
C

q
VC   

would then be a maximum at a value of 

the source frequency  



Physics Education                                                                 Jan – Mar 2013  

________________________________________________________________________ 

 

 

 

Volume 29, No. 1, Article Number: 1                                                       www.physedu.in 

)20(
2

1
2

2

3
L

R

LC
 , 

which, importantly, is different from 

both 0  and 1 . In conclusion, all 

features of the oscillations in the 

mechanical system, which may or may 

not have been discussed above, would 

also have their exact analogues in the 

electrical system. 

 

3. Educational applets: What are 
they and how they may be 
improved upon? 
 

Virtual simulations of theoretical 

concepts and laboratory experiments 

have long been used as supplements to 

conventional classroom teaching. Many 

an initiative [8-13] has been taken in this 

regard, especially in the last few years. 

Most of these initiatives take the help of 

Flash or java applets, which are small 

programs that are temporarily 

downloaded onto the user’s computer 

and executed. These applets, through 

which the simulations may be carried 

out, are embedded inside a parent html 

page. In some cases the applets may be 

downloaded and saved onto the local 

computer and executed offline. It is 

important to note that more often than 

not, the applets are designed more as 

tools to supplement the theoretical 

understanding. As a consequence, very 

little theory, which may include the 

working formula, is provided alongside 

the applet. This little bit of theory, along 

with the instructions on how to use the 

applet, are incorporated in the html page 

housing the applet or in separate files, 

which may be downloaded for offline 

use. Hyper-links, which enable the user 

looking for more information to navigate 

to other websites, web-forms through 

which the teacher may collect feedback 

and queries from the students, sets of 

questions and answers as well as other 

features, may be found inside the parent 

html page. However, with the rapid rise 

in both the speed of the internet and its 

affordability, there is no reason why we 

cannot create and make use of larger 

sized applets with bigger file-sizes, 

housing all of the features stated above 

in neatly arranged panels and 

dynamically link the contents of the 

different panels. The benefit that would 

accrue from such a design is manifold. 

Since the applet would have a size not 

greater than that of the display-screen-

area, all the main components of the 

applet stacked in the different panels, 

would be clearly visible to the learner at 

all times. The learner would then be able 

to watch a simulation of an experiment 

in one panel and browse through the 

related theory, which crops up 

simultaneously in another panel, all at 

the same time and without losing focus. 

This would also help the learner to relate 

the experiment to the theory, better and 

faster. The notion of a subject-topic 

being segregated into a theoretical part 

and an experimental part would also 

cease to haunt the young minds. This, in 

turn would lead to a better and a more 

complete understanding of the topic. The 

all-encompassing design of the applet 

would also help foster intuitive links 

between different aspects of a given 

topic.  

 

4. Existing applets on damped 
and forced oscillations 
 

One of the simplest applets on damped 

oscillatory motion is that of Eric 

Woolgar [14], wherein the values of the 

parameters pertaining to mass, spring-
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constant and damping factor may be 

inserted in the corresponding text-boxes 

and the resulting plots of different types 

of motion may be visualized. One also 

finds a set of questions related to a few 

interesting situations pertaining to the 

solution of Eq. 1, a fact not surprising, 

given the author happens to be a 

mathematician. With Walter Fendt’s 

applet [15] on forced oscillation, one 

may change the frequency 2  of the 

driving force and view, in addition to the 

displacement versus time plots, also the 

plots pertaining to displacement’s 

amplitude versus 2  and displacement’s 

phase versus 2 . Michael Bergdorf and 

Stephan Kaufmann’s applet [16] is 

functionally and feature-wise similar to 

Fendt’s applet, but has an additional 

provision for letting the user change the 

value of the initial displacement. Thanks 

to MIT’s open courseware project, we 

have another applet [17] on forced and 

damped vibration. In the applet, apart 

from being able to observe both the 

transient and steady-state temporal plots 

for the displacement (x) for different 

values for the parameters chosen by the 

user, one can also observe how the 

corresponding phase-space trajectories (x 

versus velocity v) evolve with time. Wee 

Loo Kang’s applet [18], hosted under 

NTNUJAVA Virtual Physics Laboratory 

[7], has many extra controls and the 

ability to display the values of many 

more variables related to the simulation. 

However, it takes some time and effort 

getting to learn how to use it. Last but 

not the least, the Physics Education and 

Technology Project (PhET) team at the 

University of Colorado, Boulder, have 

designed a resonance applet [19], which, 

in spite of not having been designed to 

produce plots like those found in the 

other applets discussed above, would 

appeal to first-time learners of the topic. 

The use of Flash in addition to java 

makes the applet closely resemble a real-

world mass-spring resonating system 

and makes it easier for the student to 

relate to the phenomenon.   

 

5. Research related to the design 
of effective simulations and 
studies to test their efficacy 
 

In recent years, a lot of insightful 

research [1-4] has been carried out, 

primarily by the PhET team at Colorado, 

to find out the most effective ways to 

design and use educational simulations 

that may be carried out through 

applets.Wieman et al.[1] have discussed 

strategies like using the simulations in 

the form of simple animated 

illustrations, in concept tests or in the 

form of interactive classroom 

demonstrations. They have also 

suggested using the simulations in 

different settings: as group activities in 

the class where students may be put 

through question-answer sessions; as 

simulation-based homework assignments 

as tools to conduct virtual experiments in 

situations where performing actual 

experiments is not possible and also as a 

pre-lab or post-lab supplement to the 

conventional laboratory class. Adams et 

al.[2,3] have conducted over two-

hundred student interviews and 

thereafter come out with 

recommendations on both the design as 

well as qualitative aspects related to 

creating effective simulations. They 

have opined that the simulations should 

be research-based, engaging, interactive, 

animated, encourage exploration, 

promote learning and should relate to the 

real world. Podolefsky et al.[4], on the 

basis of interviews with students 
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exposed to a wave-interference 

simulation, have analyzed the factors 

that promote engaged exploration.   

McKagan et al. [20] have developed a 

curriculum pertaining to the photo-

electric effect which includes, apart from 

an interactive computer simulation, 

interactive lectures, peer instruction and 

home assignments. They have then 

designed two exam questions to test the 

efficacy of the curriculum and found that 

it indeed helps the students to correctly 

predict the results of photoelectric 

experiments. In another work, McKagan 

et al.[21] have used student interviews to 

gain new insights into student thinking 

related to the PHET–simulations [10] on 

quantum theory and quantum mechanics 

and made use of the results to help refine 

the simulations as well. Frenkestein et al. 

[22]
 
and later Keller et al. [23] have 

studied the effectiveness of another 

computer simulation: the ‘Circuit 

Construction Kit’, as a substitute for real 

laboratory equipment. Based on 

statistical analysis, they have found that 

in situations where students were 

exposed to the simulation, their 

performance improved remarkably. 

Statistical studies to test the 

effectiveness of simulations have also 

been carried out by the likes of Tambade 

and Wagh [24], who have used the 

methodology of pre-test and post-test to 

study the positive effect of computer 

simulations and animations in improving 

the understanding of the concepts of 

force, field and potential in 

electrostatics. Tadesse [25] has also used 

student pre-test and post-test results to 

show how students’ performance was 

enhanced in theoretical as well as 

practical classes through the use of 

computer simulations. 

 

6. Design and working of the all-

inclusive oscillations applet 

 

The creation of my java applet on free, 

damped and forced oscillations has been 

motivated by my ideas, discussed in 

section 3, related to teaching the topic in 

a novel and useful way. The 

recommendations emanating from 

research on designing physics 

simulations, discussed in the previous 

section, have also been very helpful in 

putting my ideas to work. As it has 

turned out, my applet is fundamentally 

different from the other applets on the 

same topic discussed in section 4. It has 

an innovative and visually appealing 

layout. It is more feature-rich and is 

more fun to use. As we shall see, it can 

also prove to be much more useful. 

 

The applet has been created using the 

Java Standard Edition Development Kit 

(JDK) version 5.0. Since the applet 

would be executed inside the browser of 

the host computer, Java Runtime 

Environment (JRE version 5.0 or later) 

must be installed in the host computer. 

One may note that both the JDK and the 

JRE are available as free downloads 

[26].  Fig. 1 is a screenshot of the applet 

when it is run for the first time. As can 

be seen, it is divided into four panels, 

one containing an option-box to select 

different tasks, another to house the 

controls to perform the simulations, and 

the remaining two to primarily display 

the results of the simulations. Clicking 

on the ‘Read complete theory’ option in 

the option-box in the top-left panel, 

opens up a text-pane in java, containing 

all the pertinent theory, including all the 

equations. The pane has two scrollbars 

in the horizontal and vertical directions, 

which make it possible to pack in as 
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much theoretical material as required. 

The user can smoothly navigate through 

the theory with the scrollbars without 

losing focus on the simulations. This is 

made possible because of the fact that 

the box can cover only an area, which is 

no greater than that of the top-left panel. 

All the other panels continue to be 

displayed. The bottom-left panel 

contains the slider controls using which 

one may change the values of different 

variables governing free and damped 

oscillation. One can use the sliders 

corresponding to the parameters m (or L) 

and k (or 1/C) to fix the value of the 

angular frequency 0  of free un-damped 

oscillation and in addition use the slider 

for the parameter b (or R) to fix the 

angular frequency 1  of damped  

 
 

Figure 1: A view of the applet as it is run for the first time. 

 

oscillation. An additional slider has been 

introduced to fix the value of the initial 

displacement x0 (or the initial charge q0). 

For each set of slider positions in the 

bottom-left panel, the corresponding 

waveform for free oscillations of the 

displacement x (or charge q) and also 

that for the damped oscillations of the 

same x (or q) can be visualized in the 

top-right and in the bottom-right panels 

respectively, as is shown in Fig. 1. The 

student or learner can read the relevant 

theory on free and damped oscillations, 

which comes into focus in the top-left 

panel, the moment he starts to drag any 

of the four sliders. At the same time he 

can explore around by playing with the 

slider controls, observe the resultant 
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visualizations and find out, just as 

predicted by theory,   

(a) how 0  changes with m and k in the 

mechanical case and equivalently, with L 

and 1/C in the electrical case ; 

 (b) how 1  changes with m, k and also b 

in the mechanical case and equivalently, 

with L, 1/C and also R in the electrical 

case; 

(c) how 0  and 1  are not affected by 

changes in x0 ; 

(d) how, slowly increasing the value of 

b, results in under-damped oscillatory 

motion (for which kmb 2  or 

equivalently CLR /2 ) giving way to 

critically damped motion (for which 

kmb 2  or equivalently CLR /2 ) 

which again gives way to over-damped  

 

 
 

 

Figure 2: A screenshot of the applet showing, how, one may read the pertinent theory, simulate 

the case of critical damping with the slider-controls and observe the resulting plot at one and the 

same time. 

motion (for which kmb 2  or 

equivalently CLR /2 ). If the student 

so desires, he may at first play around 

with the relevant controls and then look 

for explanations for the changes in the 

observed phenomena by going through 

the relevant theory, without losing focus. 

This feature of engaged exploration 

possible through the applet, is in 
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consonance with the conclusions drawn 

from earlier research on the requirements 

of creating an effective simulation [2,4]. 

A screenshot of the applet showing 

critical damping is presented in Fig. 2.   

One may have observed the ‘Click to 

continue’ button at the bottom of the 

bottom-left panel in Figs. 1 and 2. 

Pressing this button opens up a set of 

new controls in the same panel, using 

which, one may simulate the 

phenomenon of forced oscillation and 

resonance for the same system. Both 

types of resonance, amplitude (or 

voltage) resonance and velocity (or 

current) resonance, talked about earlier 

in section 2, can be studied in detail at 

the same time. This is made possible 

through the use of multiple-

representations of the same or related 

phenomena in the form of graphs, 

animations and pertinent text, in  

 

 
 

Figure 3: A screenshot of the applet showing, how, one may simultaneously refer to the theory 

and perform a virtual experiment to study the phenomenon of amplitude or voltage resonance. 

 

agreement with the conclusions drawn 

from earlier research [1,2]. At the very 

instant the student clicks the ‘click to 

continue’ button, the relevant theory on 

amplitude or voltage resonance comes 

into focus in the top-left panel as shown 

in Fig. 3. The corresponding simulation 

can now be started by fixing the value of 

the amplitude of the driving force (or 

voltage) using the relevant slider and 

clicking the ‘start demo’ button in the 

bottom-left panel shown in Fig. 3. The 
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angular frequency of the driver 2  gets 

automatically incremented and for each 

value of 2 , one may observe the 

displacement x  (more specifically the 

restoring force xk ) and equivalently the 

charge q  (more specifically the voltage 

across the capacitor Cq / ) in the bottom 

right panel, as they evolve with time. 

The effect of the transient response 

dominates at the start but soon gives way 

to a fixed-amplitude steady-state 

oscillatory response with a frequency 

equalling the driving frequency 2 . At 

each value of 2 , the steady-state 

amplitude of x  (or q ) is plotted versus 

2 in the top-right panel and this results 

in the so-called amplitude (or voltage) 

 

 
 

Figure 4: A screenshot of the applet showing the unfolding of the phenomenon of velocity or 

current resonance. 

 

resonance curve, whose maximum is 

reached when 2  equals a frequency 

3 , as can be observed by following 

their values on screen. By playing with 

the respective controls, one may further 

explore  

(a) how the amplitude of x  (or q ) 

changes with changes in m  (or L ), b  

(or R ) and k  ( or C ) . 

(b) how the amplitude of x  (or q ) 

changes with changes in the amplitude 

and frequency of the driving force (or 



Physics Education                                                                 Jan – Mar 2013  

________________________________________________________________________ 

 

 

 

Volume 29, No. 1, Article Number: 1                                                       www.physedu.in 

voltage) .  

(c) how the amplitude of x  (or q ) 

becomes maximum at a frequency 3 , 

which is not only less than 0  but also 

less than 1  when the corresponding 

transient motion is oscillatory with 

frequency of oscillation 1 . One may 

simultaneously look for explanations for 

the results of the above exploration by 

going through the relevant theory in the 

top-left panel, as can be seen in Fig. 3.  

 

When one clicks the ‘click to view 

velocity/current resonance’ button at the 

bottom of the bottom-left panel shown in 

Fig. 3., he may now follow how 

‘velocity resonance’ in the same 

mechanical system and its electrical 

counterpart: ‘current resonance’ in the 

same electrical system, occur. These 

correspond respectively to the amplitude 

of the  

 

 
 
Figure 5: A screenshot of the zoomed bottom-right panel, showing the phase relationship between 

the driving force or voltage and the displacement or charge (more specifically the restoring force 

of the spring or the voltage across C) at the frequency 0 . 

 

velocity ( v ) of the mass or the amplitude 

of the current ( i ), reaching a maximum 

when the driving frequency 3  equals 

0 , giving rise to the so-called velocity 

(or current) resonance curve. The 

phenomenon can be best understood by 
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following the corresponding animation 

in the top-right panel, as can be seen in 

Fig. 4.  The variation of v  (more 

specifically the damping force vb ) and 

equivalently of i  (more specifically the 

voltage across the resistor iR ) with time 

can also be followed in the bottom right 

panel. As in the amplitude-resonance 

case, one may change the values of the 

different parameters, explore their effect 

on v  ( or i ), and seek explanations from 

the related theory at the same time. 

 

One may have noticed the ‘zoom size’ 

button on the bottom-right panel of Fig. 

3. Clicking the button zooms the panel-

size, enabling us to follow more closely, 

the phase relationship between the 

driving force, whose time-variation is 

shown in grey, and the displacement x   

(more specifically the restoring force 

xk ) whose time variation is shown in 

crimson. In the electrical case, this 

would correspond to following the phase 

relationship between the driving voltage  

 

 

 
 

Figure 6: Another screenshot of the zoomed bottom-right panel, showing the in-phase 

relationship between the driving force or voltage and the velocity or current (more specifically the 

damping force or the voltage across R) at the frequency 0 . 

 

and the charge q  (more specifically the voltage across the capacitor Cq / ). Of 
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particular interest is the situation at the 

frequency of free oscillation 0 , when 

x  (or q ) lags the driving force (or 

voltage) by 90 degrees as shown in Fig. 

5. Similarly, clicking on the ‘zoom size’ 

button on the bottom-right panel shown 

in Fig. 4, helps us to visualize more 

closely the phase relationship between 

the driving force and the velocity v   

(more specifically the damping force 

vb ). In the electrical case, this would 

correspond to following the phase 

relationship between the driving voltage 

and the current i (more specifically the 

voltage across the resistor iR ). Of 

particular interest is the situation at the 

frequency of free oscillation 0 , when v  

(or i ) is exactly in phase with the 

driving force (or voltage) as can be seen 

in Fig. 6.  

 

For a mechanical system, the large 

displacement amplitudes that result at 

resonance could potentially damage the 

mechanical structure itself. For an 

electrical system, the large currents that 

result at resonance could burn the 

electrical circuit. It makes sense, 

therefore, to include some sort of sound 

to drive home this point and that is what  

 

 

 
 

Figure 7: A screenshot of the applet showing how one may participate in a topical quiz and seek 

answers from within the applet itself, if required. 
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has been done. Calandra and co-workers 

[27] have shown that with increasing 

bandwidth of the Internet, digital audio 

is becoming more and more common in 

online courses and suggested ways how 

audio can be included in e-learning 

courseware. Taking a cue from their 

work, I have incorporated the sound of 

shattering glass and that of a fire alarm 

at the appropriate instant. Voice 

recordings have also been introduced at 

appropriate moments of the simulation 

to give it a real-world classroom-touch.  

 

Another nifty feature of the applet is the 

inclusion of a set of quiz questions 

inside the applet itself, to facilitate the 

testing of ones understanding of the 

topic, at any time before, during or after 

its use. There is also a provision for 

keeping a score of the marks obtained 

for choosing the right answers. 

Questions seeking answers to subtle 

aspects on the topic have been included 

in the quiz. The student has the option of 

looking for the answer in the applet 

itself, at the same time. As an 

illustration, in order to seek the answer 

to a question, ‘What would the value of 

the frequency for amplitude or voltage 

resonance be vis-à-vis the frequencies 

for free oscillation 0  and damped 

oscillation 1 ?’, one can play around 

with the controls, watch the unfolding of 

amplitude-resonance in the top-right 

panel and note the values of 0 , 1  and 

the frequency 3  at which amplitude 

resonance occurs. This is depicted in 

Fig. 7. 

 

Earlier it had been pointed out that the 

goal of this work was primarily to create 

a ‘self-contained’ applet, which would 

depend very little on the web page to 

which it belonged. To this end, gathering 

feedback and being able to answer the 

queries of the users of the applet has 

been made possible from within the 

applet itself through the use of a PHP 

form. One may have noticed the ‘Send 

your feedback’ option in the drop-down 

list in the top-left panel shown in Fig. 1. 

Clicking this option would display a 

PHP form, asking the student to provide 

feedback regarding the applet and to 

send any question he may have 

regarding the topic. The student may 

view the response to his queries by 

clicking the link at the bottom of a 

confirmation page. Of course he has to 

wait till the teacher has noted down his 

response in a text file and uploaded it to 

the server hosting the applet. 

Alternatively, the teacher may send his 

response directly to the student at the 

email address provided by him in the 

PHP form itself.  

 

Last but not the least, the student or 

learner should always be encouraged to 

look for more information, assimilating 

more knowledge in the process. To this 

end, a provision for linking to other web 

sites containing additional resources on 

the pertinent topic has also been made. 

This can be achieved by clicking the 

‘Look for more information’ option in 

the drop-down list in the top-left panel 

shown in Fig. 1.  

  

It bears mentioning that it would not be 

difficult to accommodate more features 

within the applet. The design of the 

applet has been deliberately made an 

open-ended one. 
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7. Assessment of the efficacy of 
the applet 
 

To test the efficacy of my applet, I have 

made use of a simple pre-test – post-test 

study on ten of my students to study the 

effect of my applet in improving their 

understanding of the topic. The students 

were first lectured on the topic by myself 

for a couple of hours and then each of 

them were handed over a sheet of paper 

having fifteen multiple choice questions, 

each carrying two marks, which they 

were to answer in fifteen minutes. They 

were allowed to consult only their class 

notes if needed. This constituted the pre-

test in my study. Next they were exposed 

to the applet by themselves, allowed to 

play around with it for an hour, and 

made to participate in the quiz embedded 

inside the applet for fifteen minutes.  

The quiz comprised the same set of 

fifteen questions and the students were at 

liberty to take the help of the simulations 

inside the applet in seeking the answers. 

This constituted the first post-test in my 

study. Subsequently the students were 

made to use the applet again for half an 

hour, but this time with my help and 

guidance, before participating in the 

same quiz again for fifteen minutes. This 

constituted our second and last post-test. 

As during the first post-test, the students 

were allowed to take the help of the 

simulations inside the applet, if required. 

The use of the applet entailed very little 

expertise in the use of a computer, and 

all the students who were tested, did 

have that level of expertise. I therefore 

did not feel the need to factor in the 

effect of each student’s computer 

proficiency in the study. 

 

Statistical tests were carried out on the 

data (scores) by using the some of the 

statistical functions included in the 

spreadsheet program Gnumeric [28] and 

the results are shown below: 

 

Table 1. M = Mean,   = Standard 

Deviation 

 

Test M   

Pre-test 14.20 6.76 

First post-test  16.00 6.86 

Second post-

test 

21.6 6.10 

 

Table 2.  Paired (type-1) 2-tailed t-test 

probability (P) and Mean of Normalized 

Gain (<G>) 

 

Comparing 

groups 

P <G> 

First post-test 

with pre-test 

0.000725 0.15 

Second post-test 

with pre-test 

6.3E-06 0.52 

First post-test 

with second 

post-test 

0.000202 0.42 

 

 

G = Normalized Gain [29]  

scoretestprescoreMax

scoretestprescoretestpost




   

Post-test - pre-test combinations are as 

depicted in 1
st
 column of Table 2 (When 

being compared to the 2
nd

 post-test 

results, the 1
st
 post-test plays the role of 

pre-test in the above formula) 

Max-score = 30. 

 

P gives the probability of the difference 

in the means being more due to chance 

than due to the effect of the applet (value 

< 0.05 is considered to be statistically 

significant). Each of the data sets was 

successfully tested for normality before 
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applying the t-tests to the data-set pairs. 

 

From the data presented in Table 1 we 

observe that the mean score from the 

pre-test increases by a meagre 12.7% 

after the first post-test and by a 

whopping 52.1% after the second post-

test. Interestingly there is also a 35.0% 

increase from the first post-test mean 

score to the to the second post-test mean 

score. The standard-deviation values 

remain nearly equal. The results of the 

paired 2-tailed t-test shown in second 

column of Table 2 tells us that the 

increase in scores from one test to 

another is statistically significant in all 

three cases. However, the most 

significant increase in the scores occurs 

from the pre-test to the second post-test. 

The mean normalized gain <G> in the 

scores is also greatest after the second 

post-test when compared to the scores 

after the pre-test. From the above, we 

may infer that the use of the applet and 

its embedded simulations must have 

helped the students to have a better 

understanding of the topic. This is in 

tune with the outcome of similar studies 

on the positive effect of using computers 

[30,31]
 
and computer simulations [20-

25] on the teaching of different topics in 

physics.
 

However, instructor guidance 

also seems to have played a major role in 

the process, corroborating the findings of 

earlier research [1].  

 

The quantitative study of my applet’s 

efficacy was somewhat constrained by 

my inability to test a larger number of 

students, at least for the time being, 

although I do believe that a larger 

statistical sample size would not have 

had a different effect on the overall 

conclusion. Nevertheless, I decided to 

also undertake a qualitative study, in 

tune with similar work [21] reviewed in 

section 5, on testing the effectiveness of 

simulations on the teaching of quantum 

mechanics. In the process I expected to 

gain deeper insights into students’ 

questions on the topic and 

misconceptions, if any. I chose to have 

direct one-to-one interactions with a 

couple of students, one being the 

weakest and the other being the brightest 

boy in my class. Incidentally, but not 

surprisingly, they had had the lowest and 

the highest score respectively 

consistently in all the three tests, I had 

given them. A couple of questions I put 

to them were as follows: 

The source voltage in a series LCR 

circuit equals the sum of the voltages 

across L, C and R.  

(a) At the current resonant frequency 

0 , the voltage across R becomes a 

maximum and equals the voltage of the 

source. That would seem to suggest that 

the voltages across C and L would be 

zero at the resonant frequency. Is it 

correct?  Explain your answer, both 

qualitatively and quantitatively.  

(b) At the voltage resonant frequency 1 , 

the voltage across the capacitor becomes 

a maximum. Explain intuitively, why, 

the voltage across the inductor cannot be 

a maximum at the same frequency 1 , 

given that the maximum voltage across 

the inductor must equal the maximum 

voltage across the capacitor. 

 

Both the students were allowed to take 

the applet’s help in answering the 

questions. However, the weaker student 

failed to answer both the questions while 

the brighter student, in spite of being 

able to correctly answer only the first 

question after taking help from the 

applet, was yet to develop a complete 

understanding of the phase-relationships 
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between the different waveforms, which 

is so vital in relation to the question. It 

was then that I intervened and spent 

some time explaining to the students 

with the help of the relevant animated 

plot in the applet, a screenshot of which 

is shown in Fig. 6, how, at the resonant 

frequency 0 , the instantaneous 

waveforms for the voltages across C  

and L , not only are out of phase as 

always but also have equal magnitudes 

and therefore cancel out, as a result of 

which, the voltage across the resistor 

attains its maximum value which is 

equal to that of the   source voltage. In 

the process I also used the applet to 

explain to them the concept of phase and 

phase difference. Thereafter, the students 

were able to comprehend why the 

answer to the first question was a no and 

seemed pretty relieved at that. 

Subsequently, they could use the 

relevant equations with greater 

confidence to verify the answer 

quantitatively. 

 

As for the second question, I took the 

help of the animated plots in the applet 

once again to reason out and explain to 

both the students why voltages across C  

and L  cannot be same at 1  as they 

would then cancel out (their phases 

being opposite at all times) resulting in 

the voltage across R  becoming a 

maximum and equal to the source 

voltage at 1  in addition to the same 

happening at 0 , which cannot be. Thus 

the maximum voltage across the 

inductance, which equals the maximum 

voltage across the capacitance, must 

occur at a frequency different from 1 . 

The students were then instructed to 

apply the relevant theory to verify that 

this new frequency would be 

symmetrically placed on the other side 

of 0 .  To my satisfaction, it took little 

time thereafter, for the students to 

establish the theoretical correctness of 

the predictions by themselves. 

 

The above interaction once again 

highlighted the importance of instructor 

guidance in the use of the applet to make 

it more effective. What it also showed 

was the necessity of integrating the 

applet with a well-designed curriculum 

that could include lectures, question–

answer sessions and home assignments 

[1,20,21] and that is precisely what I did 

as a follow up exercise: designed an 

applet-centric curriculum to be used 

henceforth to teach the topic in question. 

Importantly, a few aspects related to the 

topic, which did not find place in the 

applet, were included in the lectures. 

Moreover, laboratory experiments, like 

that of the study of the resonance 

phenomena in a series-LCR circuit with 

the help of an oscilloscope, which were 

till now conducted independently, were 

now made part of the curriculum. In the 

process the students could relate the 

theory, simulations through the applet as 

well the results of real experimentation 

in the laboratory class, much better. In 

the near future, I also plan to include in 

the curriculum, actual experiments to 

study transient phenomena with the help 

of a PC and a data acquisition interface 

[32]. 

 

From the interactions I had with the 

students, I also realized how the applet 

could make seemingly queer phenomena 

like that of voltage magnification 

understandable. That the voltage across 

the capacitor (and also across the 

inductor, the two being equal and 

opposite at 0 ) could exceed the voltage 
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of the source itself seemed intriguing, 

more so after they had collected the 

relevant data in a laboratory experiment 

to study resonance in a series LCR 

circuit a few days earlier. The animated 

visualization of the voltage waveforms 

for the source and the capacitor, a 

screenshot of which is shown in Fig. 6, 

helped remove their doubts. Through the 

applet, they could now also intuitively 

link the phenomena of voltage 

magnification in the electrical circuit to 

that of the analogous force magnification 

in the mechanical mass-spring system. 

  

The interactions also brought out the fact 

that students suffered from a few 

misconceptions. One of the 

misconceptions was that the amplitude 

resonance and velocity resonance occur 

in different systems, while in actuality 

they refer to the same system at the two 

different values of the driving frequency, 

one equalling 3  and the other 0  

respectively. By designing the applet in 

such a manner that one could toggle 

between observing either of the two 

resonance curves forming at any point 

while the animation was running, helped 

remove the misconception. 

 

 
8. Summary and conclusion 
 

To summarize, a self-contained java 

applet has been created to teach the 

phenomena of free, damped and forced 

oscillations in both mechanical and 

electrical systems at the same time and 

in a novel and interesting way.  The 

applet contains all the relevant theory, 

simulated experiments and animations, 

an interactive quiz, provision for 

gathering feedback, posting questions 

and receiving answers, as well as linking 

to additional resources, neatly packed 

inside itself. The theory and experiment 

go hand-in-hand, with the relevant 

theory appearing in a panel in sync with 

the virtual experiment and visualization, 

taking place in another panel. While 

designing the applet, the 

recommendations coming out of earlier 

research on designing effective 

simulations have been followed as far as 

practicable. The efficacy of the applet 

has been studied quantitatively as well as 

through student interviews.  It has been 

found that subtle yet important features 

of the topic can be more easily 

understood and the overall 

understanding of the topic can be 

remarkably improved through the applet, 

helped in no small measure by the timely 

intervention and proper guidance of the 

teacher. The applet must also be made 

part of a well-thought out curriculum to 

be most effective. The applet may be 

used online as well as offline at any 

time. In situations where laboratory 

experimentation is not feasible, the 

applet can help in virtual 

experimentation as well. 

 

The eager look in the faces of the 

students in the class being taught with 

the applet’s help betrays the interest and 

sense of participation generated in them. 

Teaching becomes all the more 

satisfying too. With the cost of 

computers and internet accessibility 

coming down fast, coupled with the 

increasing speed of the internet, applets 

such as these, as part of a well designed 

curriculum, have great potential in 

spreading the reach and scope of online-

teaching, specifically of experiment 

based science topics. 
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Abstract 

In this article, a new version of Einstein’s thought experiment reveals something 
which was never pondered about. Light clock used in thought experiment by 
Einstein which runs on light pulse is not an ideal clock to measure time in moving 
situations. A light motion analysis presented in article brings out a special 
peculiarity of light. “The speed of light is a constant, independent of the motion of 
the light source and all observers. Whereas the direction of light is dependent 
upon the motion of source and the observers” is the peculiar trait of light which 
gives time dilation effect in light clock used in thought experiment.  Other clocks 
which don’t run in light pule don’t show this effect.  There is no such peculiarity in 
machinery of the other clock that might cause the time dilation effect in thought 
experiments. Practical experiments are in good agreement with relativistic time 
dilation effect. The light clock thought experiment which gave time dilation 
concept itself is revealing something different in the new version of thought 
experiment followed by the light motion analysis.  

 
 

1. Introduction 
Newtonian mechanics was incapable of 

explaining the peculiar aspects of light and its 

motion. Albert Einstein framed STR to 

account for peculiar behavior of light. Einstein 

used one of the laws of Maxwell’s 

electromagnetism which is  

 

  
 

√    
 

 

as a base for devising special theory of 

relativity. This law of electromagnetism was 

given representation as a postulate by Einstein 

in STR, which states that- 

 

“The speed of light is a constant, independent 

of the motion of the light source and all 

observers” 

 

Though this postulate seems silent it gave out 

breaking results with Einstein’s thought 

experiment .In thought experiment Einstein 

considered a light clock in a moving train .A 

person in the train measures time Δt0 for one 

tick. A stationary observer measures time Δt 

for one tick. The relation between Δt0 and Δt 

came out as – 
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√  
  

  

 

 

  

 

This is the famous time dilation equation. This 

time dilation equation and its further 

application brought together gave many 

results. If Einstein’s thought experiment is 

seen in a different point of view it reveals 

something else. It reveals something which 

was never pondered about. 

 

 

2. New version of Einstein’s 
thought experiment 

 

 

 
 

 

 

 
 

Consider a thought experiment. A train is 

moving in a track with velocity v. 

It has two wagons and an engine. Yuri is 

standing in a wagon with light clock. (Light 

clock consists of two mirrors separated by a 

distance l between which a light pulse moves. 

Time for light to move from bottom mirror to 

top mirror and then back is one tick).Rio is a 

stationary observer who is watching this 

wagon. Tyson is standing on another wagon 

with ball clock. (Ball clock consists of 

machinery which ejects a ball upward with a 

velocity say α. Time taken by ball to go up 

and return to the machinery is one tick).Kai is 

a stationary observer who is watching this 

wagon. 

 

Yuri-Rio Observation 

 

1. From point of view of Yuri 

 

 

 

 
 

Total distance travelled by light pulse= l+l 

 

      

 Speed of light pulse=c 

 

 

 

           Time for one tick,  
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  …………… (1)   

 

2. From point of view of Rio 

 

 

 

 
             

 

                                    
                            

 

 
 

 

 

 

 

 

Δttime for one tick i.e., time taken to go 

from bottom mirror to top mirror and then 

back 

 

 

      (
    

 
)
 

…………. (2) 

 

 

Light pulse travels 2Z at speed c in time Δt, it 

implies that 

 

           
              

 
 

Substituting this value in (2) 

 

       (
    

 
)
 
    (

    

 
)
 

 

  

      
      

 
    (

      

 
) 

      

           
   

  
 
     

  
 

 

              
      

  
 
   

  
 

           

           (  
  

  
)  

   

  
 

    
        
         
  Substituting equation (1) in above 

 
 

            (  
  

  
)  (   )

  

 
    

   
   

√  
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Tyson –Kai observation 

 

1. From point of view of Tyson 

 
 

Initial velocity with which ball is projected by 

machinery=α 

 

 

For half motion, 

   Initial velocity =α 

   Acceleration=-g 

   Final velocity=0 

 

 Using         
    

          (  )(    ) 

    

         (  )(     )  

 

             
 

 
 

 
Therefore, the time for one tick i.e. time to go 

up and then come back is 

    
  

 
…………………. (3) 

 

 

 

 

 

 

 

 

 

 

 

 

2. From point of view of Kai 

 

 
                      

 

              
                  

For Kai the ball moves in combined effect the 

of train’s horizontal velocity and vertical 

velocity of ejection given by the 

machinery.   √       is the resultant 

velocity of ball in resultant direction. It is well 

known fact that whatever be the horizontal 

velocity of train it will only affect the 

horizontal displacement of ball whereas 

vertical velocity and thus the vertical height 

will remain unaffected. (Vertical velocity is 

the velocity, with which machinery projects 

the ball) 

 

For half motion, 

       Initial vertical velocity of ball=α 

 (Because the horizontal velocity of        train 

will affect only horizontal component not the 

vertical velocity of ball) 

 

       Acceleration=-g 
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      Final vertical velocity of ball=0 

 

Using          
 

        (  )(    ) 

            

        (  )(     ) 

       

           
 

 
 

 

 

Therefore time for one tick i.e., time taken to 

attain height and come back is   
  

 
………….. (4) 

 
From (3) and (4) it is clear that, 

 

     

     
  

 
           

 

         

   

 

Rio’s time measurement and Yuri’s time 

measurement for light clock are not the same. 

Yuri measured a smaller time of tick than Rio. 

It can be concluded that moving clock ticks 

slower. This is what Einstein proposed in his 

thought experiment using light clock. 

 

Kai’s time measurement and Tyson’s time 

measurement for ball clock are the same. It 

can be concluded that moving clocks doesn’t 

run slower. 

 

Which perception is right? Which perception 

is a reality? Was Einstein’s thought 

experiment a failure? 

 

Einstein’s thought experiment is not a failure. 

Moving light clocks indeed get slower. 

Einstein was right. But the conclusion that 

since the light clocks get slower hence other 

clocks, physical clocks, biological clocks will 

also tick slower was a misconception. 

Actually time doesn’t run slower with 

increasing speed, it is the light clock that ticks 

slower. Light is much more peculiar than what 

it is thought about. Light clock which runs on 

light pulse is not an ideal clock for measuring 

time in moving situations. The coming Light 

Motion Analysis will reveal the fact. 

 

 

3 Light Motion Analysis 
 

Postulate of STR states that- 

“The speed of light is a constant, independent 

of the motion of the light source and all 

observers” 

 

Whether the direction of motion of light 

depends upon the motion of source? Whether 

the direction of motion of light is affected by 

the motion of source? There is no description 

about the direction of light in the postulate. It 

can be claimed that direction of motion of 

light has no role to play. But that is not the 

case. When direction of motion of source and 

direction of ejection of light are same then 

obviously light will move in the same 

direction of ejection with speed c. The 

following illustration depicts that 

 
When the direction of motion of source is 

perpendicular to direction of ejection of light 

and if the direction of motion of light is not 

affected by source then whatever be the 

velocity of motion of source, light will always 

move in its direction of ejection. The 

following illustration depicts this 
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(a) Velocity of source in horizontal direction 

is zero 

 
(b)Velocity of motion of source in horizontal 

direction is c/4 

 
If the above consideration and illustration is 

right then its analogous condition where the 

light clock moves in horizontal direction with 

light pulse ejected in vertical direction will 

give the following scene to Rio (the stationary 

observer watching the wagon).Light 

irrespective of the motion of source will trace 

the ejected direction. The following 

illustration depicts such scenario 

 
 

 

                            
But this scenario is not the truth. Rio observed 

something else. Rio didn’t observe the light 

travelling in a vertical straight line path; 

instead he observed the light pulse travelling 

in an inclined straight line path. Hence it can 

be concluded that direction of motion of light 

is affected by the direction of motion of 

source. 
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When the direction of motion of source is 

perpendicular to the direction of ejection of 

light, then light traces a direction which is 

resultant of the lights velocity(c) and velocity 

of source (Vs)   but speed of light still remains 

c in this resultant direction. It’s only the 

direction of light which gets affected by the 

motion of source but not the speed. The 

following illustration depicts this 

(a)Velocity of motion of source in horizontal 

direction is zero 

 

Velocity of source is zero. Therefore the 

resultant direction of light pulse lies in 

direction of ejection of itself. Light pulse 

moves along the resultant direction with its 

usual speed. 

 

 

(b) Velocity of motion of source is C/4 in 

horizontal direction 

 

Source has velocity c/4 in horizontal direction; 

light has velocity of ejection c in vertical 

direction. The light pulse will trace a direction 

which is combined effect of c and c/4.It will 

move in resultant direction with its usual 

velocity c. 

Direction of motion of light 

       (
 

   
) 

                                            ( ) 

                                              

                  Velocity of motion of light=c 

 

(c)Velocity of source is c/2 in horizontal 

direction

 

 

Light moves in the resultant direction with its 

usual speed. Direction of motion of light 
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       (
 

   
) 

                                (  ) 

                                             

 

        Velocity of motion of light = c 

 

(d)Velocity of motion of source is c in 

horizontal direction 

 

 

 

 Light travels in the resultant direction with its 

usual speed. 

 

Direction of motion of light 

 

           (
 

 
)      

 

 

Velocity of motion of light =c 

The direction of light is affected by the motion 

of light source. Hence direction of light is 

dependent upon the motion of light source. 

Whether the direction of light is dependent 

upon the motion of observers? 

 

Yes, direction of light is dependent upon the 

motion of observers. Every observer will have 

different perception of lights direction 

depending upon their velocity with respect to 

the source. The following illustration depicts 

this 

 

 

Source is moving with velocity c/2 in 

horizontal direction and the observer Ray is 

moving at velocity c/4 and observer Ash is 

moving at velocity c/2 
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(a)For Ray 
 
 

 

Velocity of source with respect to Ray    

        
 

 
 
 

 
 
 

 
 

 

 
Direction of motion of light, 

       (
 

   
) 

 

       (
 

   
) 

 

                              
 

 

Velocity of motion of light=c 

 

In Ray’s frame light traces direction   
       with its usual speed c 

 

 

(b) For Ash 

 

 

Velocity of source with respect to Ash 

       
 

 
 
 

 
   

 

 

 

 

Direction of motion of light, 

       (
 

   
) 

                   

 

                            (
 

 
) 

 

      
, 

 

 

Velocity of motion of light=c 

 

In Ash’s frame of reference light traces 

direction       with its usual speed 

 

 

 

 

The result of Light Motion Analysis is 

 

 

 

“The speed of light is a constant, 

independent of the motion of the light 

source and all observers. Whereas the 

direction of light is dependent upon the 

motion of source and the observers.” 

 

In other words, 

 

 

“Every observer will have same speed of 

light irrespective of their velocity with 

respect to the light source. Whereas each 

one of them will have different 

perceptions of direction of light 

depending upon their velocity with 

respect to the light source.” 
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4. Interpretation of thought 
experiment with the Light 
Motion Analysis Result 
 
 

Light clock possess velocity in horizontal 

direction along with the train whereas light is 

ejected in vertical direction. The velocity of 

motion of source (light clock) along with train 

brings a change in the direction of light pulse. 

This change in direction of light pulse is 

observed by Rio (in his frame of reference 

light clock is in relative motion).The change 

in direction of light pulse cannot be observed 

by Yuri because in Yuri’s frame of reference 

light clock is at relative rest. In Rio’s frame of 

reference light travels an inclined straight line 

path with speed c. In Yuri’s frame of reference 

light travels a vertical straight line path with 

speed c. Hence Rio observes longer time for 

light pulse to go from bottom mirror to top 

mirror and come back. Whereas Yuri 

observes smaller time for light pulse to go 

from bottom mirror to top mirror and come 

back. Overall, it appears that time runs slower 

to Yuri. Light moves in resultant direction 

with its usual speed. 

Observers in every frame of reference will see 

different trajectory (direction) 

but same speed for light. Hence observers in 

every reference frame will have different time 

of tick than others. 

 

 

Ball clock moves in horizontal direction along 

with train whereas the ball is of ejected in 

vertical direction. Velocity of motion of ball 

clock along with train changes the direction of 

motion of ball and also the resultant velocity 

of ejection of ball. This change is observed by 

Kai (in his reference frame ball clock is in 

relative motion).The change in direction of 

motion of ball and the change in velocity of 

ejection is not observed by Tyson because in 

his reference frame ball clock is at relative 

rest. Kai observes a projectile path of ball with 

velocity of ejection √       .Tyson 

observes a vertical path of ball with velocity 

of ejection α.Kai observes a larger trajectory 

and larger velocity whereas Tyson observes a 

smaller trajectory and smaller velocity. 

Overall, time of tick for Kai and Tyson comes 

out as same. Ball moves in resultant direction 

with its resultant velocity. Observers in every 

frame of reference will see different trajectory 

and different velocity of ejection. Hence 

observers in every reference frame will have 

the same time of tick. 

 

Hence it is clear that time dilation is just a 

peculiarity associated with light clocks which 

runs on light. “Motion of source or observer 

affects the direction of light but not the speed” 

is the peculiar trait of light which gives time 

dilation affect. In thought experiment, light 

clock which runs on light pulse is not an ideal 

clock to measure time in moving situations; 

relative motion does not affect any other clock 

(ball clock, physical clock) because they don’t 

run on light pulse. 

 

 

5. Conclusion 
 

Light clock used in the thought experiment is 

not an ideal clock to measure time in moving 

situtations.”The speed of light is a constant, 

independent of the motion of the light source 

and all observers. Whereas the direction of 

light is dependent upon the motion of source 

and the observers” is the peculiar trait of light 

which causes the moving light clocks to get 

slowed down. Other clocks which don’t run in 

light pule don’t show this effect. There is no 

such peculiarity in machinery of the other 

clock that might cause the time dilation effect 

in theoretical thought experiments, we simply 

cannot consider without any reason that other 

clocks will appear to run slow just like the 

light clock. Experiments like comparison of 

muon lifetimes at different speeds, 
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measurement of  the doppler shift from a 

source moving at right angles to the line of 

sight, flying atomic clocks in east and west 

direction etc. are in agreement with relativistic 

time dilation. The light clock thought 

experiment which gave time dilation concept 

itself is revealing something different in the 

new version of thought experiment followed 

by the light motion analysis.Theoretically it 

comes out that relativistic time dilation is 

mere a reality associated only with the light 

clocks though practical experiments reveal 

something else. Maybe the actual picture of 

relative reality is different from what it was 

thought.  
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Abstract 
The undergraduate courses on modern physics generally consider the particle interpretation 
of Compton Effect. Motivated by a student’s solution in an undergraduate examination on 
modern physics here we consider the wave characteristics of recoiled electrons in the 
Compton Effect. The de Broglie wavelength, wave and clock frequency of the scattered 
electrons are expressed in terms of the wavelength and the frequency of the incident and 
the scattered photons respectively using the familiar particle interpretation of the Compton 
effect, where initially the electron is at rest and its spin is ignored. Both non-relativistic and 
relativistic cases are considered.  Numerical values of de Broglie wavelength, wave and clock 
frequency of the scattered electron are calculated for an incident photon energy that was 
used in the original experiment of Compton as a function of the scattering angle of the 
recoiled electron. Considering the relativistic effects which are however insignificant for the 
de Broglie wavelength of the recoiled electron under these conditions, the minimum value 
obtained is in the range of X-rays.  The non-relativistic de Broglie wave frequency obtained 
by neglecting the rest mass of the electron leads to an underestimation of its value. The 
implications of de Broglie wavelength and clock frequency for Compton scattering 
experiments are briefly discussed and possible extensions of the obtained mathematical 
formulations are indicated. The results are useful for understanding the wave-particle duality 
of the recoiled electron in the context of the Compton Effect. 

 
 

1. Introduction 
In several undergraduate texts on modern physics 

[1,2], the concept of the particle nature of wave 

(light) is introduced prior to that of wave nature of 

the particle (electron). The latter is demonstrated by 

the Davisson-Germer experiment. The former is 

illustrated using the Compton Effect where a photon 

collides with a stationary electron which is treated as 

a particle using the laboratory frame of reference 

 

and its spin is ignored. Rarely the concept of de 

Broglie waves are discussed in the context of 

Compton scattering. Several attempts have been 

made to obtain the expression for Compton shift by 

considering the interaction of electromagnetic waves 

with electron [3-5]. Schrödinger [4] considered the 

interaction classical electromagnetic waves with the 

de Broglie waves of the electron. Pedagogical 

exposition of Schrödinger’s treatment was 

considered by Strand [6] and an approach similar to 
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that of Schrödinger has been used by Su [7]. 

Compton Shift has also been explained as a double 

Doppler shift considering the interaction of 

electromagnetic wave train with electron [8]. But 

generally these are not discussed in the 

undergraduate courses on modern physics.  

de Broglie when attempting to obtain the relativistic 

transformation of Planck-Einstein’s equation [9] 

proposed three different frequencies to a particle 

with rest mass em  (i) frequency of the internal 

energy of the particle at rest hcmeC
2  (ii) 

frequency of the total energy of the particle as 

measured by a ‘fixed’ observer: hcmedB
2  , 

where  is the Lorentz factor (iii) ‘internal periodic 

phenomenon’ /clock frequency as measured by a 

‘fixed’ observer:  Ccl  . Recently there is a 

renewed interest [10-13] to understand the internal 

clock frequency of the electron. The experiments of 

Catillon et al. [11], aimed at detecting the clock 

frequency of the electron in terms of interactions 

electrons with atoms indicate that one needs to 

consider the internal motion of the centre of charge 

of the electron around its centre of mass [10] with a 

frequency twice that of  C  corresponding to the 

frequency of internal motion of the electron 

(zitterbewegung proposed by Schrödinger) used by 

Dirac. 

This paper was motivated by a student’s (the second 

author) solution to the problem posed in an 

undergraduate modern physics examination at VIT 

University, Chennai Campus, Chennai (August, 

2011) on calculating the de Broglie wavelength of 

recoiled electrons in the Compton effect. The de 

Broglie wavelength and the de Broglie wave and 

clock frequency of the scattered electrons are 

generally expressed in terms of relativistic velocity 

of the recoiled electrons. Here we obtain these 

parameters in terms of the wavelength and frequency 

of the incident and the scattered photons. The 

familiar expressions for the conservation of energy 

and momentum that describe the Compton scattering 

by considering the particle nature of photon and 

electron (initially at rest and ignoring its spin) are 

used. Both non-relativistic and relativistic cases are 

considered. Considering an incident photon energy 

that was used in the original experiment of Compton 

[13], numerical values of the de Broglie wavelength, 

wave and clock frequency are obtained. The 

implications of de Broglie wavelength and clock 

frequency for Compton scattering experiments are 

briefly discussed and possible extensions of the 

obtained mathematical formulations are indicated. 

Hence these results can be effective for 

understanding the wave-particle duality of the 

recoiled electrons in the context of the Compton 

effect.    

 

2. Results and Discussion 

We obtain the wave characteristics of the scattered 

electrons from the familiar Compton scattering 

mechanics where the photon and the electron are 

treated as particles in the frame work of special 

theory of relativity. The electron before the collision 

is considered to be free (valid when the binding 

energy of the electron is negligible compared to the 

energy of the incident photon) and at rest in the 

laboratory frame of reference, and its spin is 

ignored. Figure 1 shows the geometry of Compton 

scattering in terms of the angles of the scattered 

photon ( ) and the electron ( ) respectively with 

respect to the direction of the incident photon.  

 

 
FIG. 1: The geometry of Compton scattering showing the directions of 
the scattered photon and electron with respect to the direction of 
the incident photon. 
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The relativistic de Broglie wavelength of the 

scattered electron can be obtained by applying the 

conservation of energy (Fig. 1), 

 

  cpcpcmcmcp pheeeph


 2
1

22422                (1)                                         

where php  and  
php are the momenta of the incident 

and the scattered photon respectively,  
ep  is the 

relativistic momentum of the scattered electron, em  

is the rest mass of the electron and c  is the velocity 

of light. Substituting hp ph  , 


hp ph  and 

R
dBe hp 

  (where h  is the Planck’s constant) 

respectively in Eq. (1), 
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where R
dB  is the relativistic de Broglie wavelength 

of the scattered electron,  and   are the 

wavelength of the incident and scattered photon 

respectively, cmh eC   is the Compton 

wavelength. A primitive form of this equation was 

derived by the student in the examination. A similar 

expression for the relativistic de Broglie wavelength 

of the scattered electron can be obtained using the 

conservation of momentum (Fig. 1) 
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Taking the self vector dot product and 

substituting hp ph  , 

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dBe hp 

 ,  
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where   is the angle between the incident and the 

scattered photon. The de Broglie wavelength in Eq. 

(4) can be expressed in terms of the angle between 

the directions of the scattered electron with respect 

to the incident photon (θ) using the well known 

relation,                                            
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where hcmeC
2 . 

Under the non-relativistic kinematics,   
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where   and    are the frequencies of incident and 

scattered photons respectively, and V is the velocity 

of the scattered electron. Hence the non-relativistic

 de Broglie wavelength of the scattered electron is   
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The de Broglie wave frequency, associated with an 

electron is                                                          
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where  is the Lorentz factor. Hence hcmeC
2  

with a value of 1.2356×10
20

 Hz is the rest frequency 

that was identified by de Broglie with the internal 

clock of the electron. A non-relativistic expression 

for the de Broglie wave frequency is obtained by 

neglecting the rest mass of the electron and treating 

the scattered electron as a free particle. Hence 2mc  

in Eq. (8) is replaced by the kinetic 

energy mpEk 22 , where p  is the non-relativistic 

momentum of the scattered electron. Thus Eq. (8) 

becomes 
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pNR
dB
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Using  NR
dBhp   and substituting for NR

dB  from Eq. 

(7) in Eq. (9), 

 

 NR
dB                                             (10)                                                                      
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The expression for the relativistic de Broglie wave 

frequency in terms of the frequency of the incident 

and scattered photon is obtained starting from 

dB

p
dB

V
v


                                                 (11)                                                             

where pV  is the phase velocity of the de Broglie 

waves associated with the scattered electron. 

Substituting for dB  from Eq. (2), using VcVp
2  

and expressing V  in terms of   and   using the 

relativistic kinetic energy of the scattered electron 

(    hK ), Eq. (11) becomes 
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Similarly using Eq. (4),  

                                               2/122

2/1

2
cos2

)(
1

1
1 




 

























































 






C

R
dB                             (13)  

The internal clock frequency of the scattered 

electron as measured by an observer in the 

laboratory frame is 
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where one should substitute for R
dB  using Eq. (12) 

or (13).Note that  in Eq. (2), (4) and (7) can be 

expressed in terms of   and  (or ) while    in 

Eq. (12), (13) and (14) can be expressed in terms 

of  and   (or ). Table I shows the calculated de 

Broglie wavelength (from Eq. (7) and (4)), de 

Broglie wave frequency (from Eq. (10) and (12)), 

and de Broglie clock frequency (from Eq. (14)) for 

an incident photon of wavelength 0.707831 Å 

using MATLAB R2008b. This wavelength was 

chosen for the purpose of illustration, since 

Compton in his original experiment [14] used 

MoK1 X-ray source. For comparison, the value 

of C  is shown in the last column. The variation 

of R
dB , R

dB , and cl  as a function of   for an 

incident photon of wavelength  0.707831 Å are 

shown in Fig. 2 obtained from Eq. (4), (12) and 

(14) respectively plotted using MATLAB R2008b. 
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TABLE I. The calculated de Broglie wavelength, wave frequency and clock frequency of the scattered electron for an incident 

photon of wavelength  0.707831 Å at different angles of the scattered photon (  45°, 90°, 135°, 180°). The values of the 

constants c, h, me, C , and the  wavelength of MoK1 radiation were obtained  from the NIST website.
15
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0 0.3658 0.3656 2.7173 1.2383073 1.

 

2328786 1.2355899 

21.82 0.3941 0.3939 2.3414 1.2379313 1.

 

2332530 1.2355899 

44.03 0.5090 0.5089 1.4037 1.2369936 1.2341878 1.2355899 

66.81 0.9295 0.9294 0.4210 1.2360110 1.2351692 1.2355899 
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Using (7), 

b
Using (4), 

c
Using (10), 

d
Using (12), 

e
Using (14), 
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2
/h 

 

 
FIG. 2.  The variation of (a) de Broglie wavelength (b) de 
Broglie wave frequency (c) de Broglie clock frequency of the 

scattered electron as a function of (a) scattering angle of 

the recoiled electron () using Eq. (4), (12), and (14) 
respectively for an incident photon of wavelength 

 0.707831 Å. 

 

 

The calculated de Broglie wavelength of the 

recoiled electron in columns 2 and 3 of Table I, 

increases with the increasing angle of the scattered 

electron since the velocity of the recoiled electron 

is maximum at 0 and minimum at 2  . The 

value of the de Broglie wavelength in column 3 

(also see Fig. 2 (a)) are lower than those of 

column 2 for a given   indicative of relativistic 

effects. The asymptotic behavior of de Broglie 

wavelength (Fig. 2 (a)) close to 2   is the 

result of assuming free electron at rest before 

collision. It is clear that under the conditions 

considered in Table I the relativistic effect on the 

de Broglie wavelength of the recoiled electron is 

not very significant since the maximum kinetic 

energy of the scattered electron under the assumed 

conditions (1.1238 keV) is small compared to its 

rest mass energy (511 keV). However at higher 

energies such as 0.1-1 MeV of incident photon, 

the relativistic effects cannot be ignored. The 

minimum de Broglie wavelength obtained in 

Table I (365.6 pm) is comparable to the 
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wavelength of X-rays. Hence when the scattering 

medium is a crystalline solid the recoiled electrons 

under suitable conditions can undergo diffraction. 

de Broglie wavelength of recoiled electron has 

significance in Compton scattering experiments. A 

Compton resonance process has been reported 

where the recoiled electrons in Compton scattering 

resonate with the Si (111) crystal [16]. The de 

Broglie wavelength in a direction normal to the 

lattice plane is considered [16] for obtaining such 

resonance condition. 

The de Broglie wave frequency of the scattered 

electron obtained by neglecting the rest mass of 

the electron (Eq. (10)) although consistent with 

literature [17] leads to an underestimation of the 

de Broglie wave frequency (see column 4  in 

Table I), since cdB   . For the relativistic case 

(column 5, Table I), the de Broglie wave 

frequency of the scattered electron decreases with 

respect to   (see Fig. 2 (b)). However the change 

is not very significant for the input parameters 

considered here ((V/c)max=0.0662). The de 

Broglie’s clock frequencies ( cl ) of the scattered 

electron obtained from Eq. (14) are shown in 

column 6 of Table I. The clock frequency 

increases with increase of   (see Fig. 2 (c)) again 

indicative of relativistic effects. The measurement 

of the internal clock frequency of the electron 

( C ) using channeling of 80 MeV electron beam 

in silicon crystal has been reported [11]. The 

maximum kinetic energy of the scattered electron 

(1.1238 keV) under the conditions considered in 

Table I is highly insufficient for such channeling 

experiments. However the differential Klien-

Nishina cross section  dde as a function of 

 indicates that at high incident photon energies (> 

10 MeV) the recoiled electrons are very strongly 

forwarded directed along  0 and hence the 

possibilities of channeling of recoiled electrons at 

high incident photon energies (≥ 80 MeV) in 

crystalline scattering medium can to be explored.  

 

The formulations mentioned in Eq. (2) and (14) 

can be useful to determine the de Broglie 

wavelength and frequency of the recoiled 

electrons while considering a guided photon [18] 

and when considering the effect of refractive 

index of the scattering medium on Compton 

scattering [19]. In addition these formulations can 

be extended to bound electron and when including 

the spin of the electron.  

 

Teachers while evaluating students in the 

university examination must be receptive to new 

ideas or interpretations that can arise from 

student’s answers/solutions. In an examination 

situation the student is forced to give an answer in 

a limited time. According to the experience of the 

first author of this paper who is involved in 

teaching physics and evaluating students, 

creativity of a student may be unknowingly 

triggered by the pressure to score good grades. 

3. Conclusions 

The de Broglie wavelength, wave and clock 

frequency of the scattered electron in the Compton 

effect were obtained in terms of the wavelength 

and frequency of the incident and the scattered 

photon respectively. The numerical values of these 

parameters for wavelength of incident photon that 

was used in the original experiment of Compton as 

a function of the scattering angle of the recoiled 

electrons indicate that (i) the relativistic effects for 

de Broglie wavelength is insignificant (ii) the 

minimum value of the de Broglie wavelength of 

the scattered electron calculated is in the range of 

wavelength of X-rays and hence under suitable 

conditions these recoiled electrons can undergo 

diffraction with the crystalline scattering medium 

(iii) the de Broglie wave frequency obtained by 

neglecting the rest mass of the electron leads to 

underestimation of its value. The relevance of the 

de Broglie wavelength and clock frequency of the 

recoiled electrons in Compton scattering 

experiments and future extensions of the obtained 

mathematical formulations were briefly 

highlighted.  
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Abstract

In this pedological article, we discuss about the boundedness of two electrons above the
Fermi sphere in three dimensions interacting via an attractive interaction. These two
electrons having equal opposite moneta and spin are known as Cooper pairs. According to
the spin content of this composite particle, they behave approximately as Bosons and the
pairs are essential ingredient to theory of superconductivity. We compute the bound state
of energy of the pair when the electrons interact via (i) constant potential (ii) potential
separable in two coordinates and (iii) delta function potential above the spherical Fermi
surface. With the help of the eigenstate, we proceed further to compute the average radius
of the Cooper pair and discuss its implication in theory of superconductivity. We also
generalize the form of binding energy of Cooper pair in case of ellipsoidal Fermi surface.

Keywords: Cooper Pairs, Bound State, Fermi Surface, Superconductivity

1.Introduction

In nature, all particles can be classified
into Bosons and Fermions according to their
statistics. Electrons, protons and neutrons
are all Fermions. An atom, which contains

all three can also be treated as single (com-
posite) particle. Whether the composite is
Bosonic or Fermionic depends on the total
number of its constituents. For example, He4

contains two electrons, two protons and two
neutrons and thus, it is a Boson. But, the
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isotope He3 is a Fermion. Fermions obey
the Pauli exclusion principle while there is
no such restriction on Bosons. As a result,
a collection of Bosons behaves quite differ-
ently from a collection of Fermions. A good
example is the dramatic difference between a
superconductor and an ordinary metal. The
electrical conductivity in ordinary metals can
be understood in terms of the properties of
Fermions (i.e. electrons); in contrast, super-
conductivity in terms of Cooper pairs which
are Boson-like. Moreover, the response of
spinless Bosons in an external magnetic field
is diamagnetic [1] while the Fermions show
paramagnetic behaviour.

Cooper pair consists of two electrons with
equal and opposite momenta and spins. In
other words, they have zero total momentum.
At first instance, one might wonder that they
will violate Heisenberg uncertainty relation.
It is worthy to remember that the zero expec-
tation value of momentum does not mean a
zero uncertainty of momentum. In fact, there
is indeed substantial amount of fluctuation of
momentum of these pairs which makes the
non-zero uncertainty of the quantity. More-
over, we will explicitly use the uncertainty re-
lation to estimate the size of the Cooper pair.
Note that the electrons are fermions having
spin 1

2
(in units of ~) while Cooper pairs are

composite Bosons as its total spin is integer
(0 or 1). The wave functions are symmet-
ric under particle interchange and they are
allowed to be in the same state. The ten-
dency for all the Cooper pairs in a system
is to condense into the same ground state as
they are Bosons. This fact is qualitatively re-
sponsible for the peculiar properties of the su-

perconductivity. In normal superconductors,
Cooper pairs have zero spin while for He3

system, the spin of the pair is one (in units
of ~). Here, the pairs are formed by two He3

atoms. The pairs in He3 is responsible for
the superfluidity phenomenon at low enough
temperature. In case of normal superconduc-
tors, the spins are paired in such a way that
the magnetic moment of the electrons cancels
and the contribution of the pair to the mag-
netic properties will in general be a diamag-
netic one. This is reflected by the Meissner
effect [2, 3] seen in the superconductor.

If these two electrons interact via an attrac-
tive potential, above the filled Fermi surface,
will they form a bound state? This prob-
lem was attacked [4] by L. N. Cooper in 1956
and after his name, this is known as Cooper
pairing problem. This problem is a simple
two particle problem in quantum mechanics
that can reduced effectively to a single par-
ticle because of the nature of potential func-
tion. However, in contrast to normal hydro-
gen atom problem, there is another statisti-
cal interaction through the Pauli exclusion
principle to the filled Fermi sea. By con-
sidering this statistical interaction, Cooper
showed exactly that these electrons do form
a stable bound state and the normal Fermi
surface becomes unstable. Later on Bardeen,
Cooper and Schrieffer [5] used these collec-
tion of Cooper pairs to form the stable bound
state of the superconductor and showed a gap
between the metal and superconducting one.
This theory is known as BCS one. The ex-
perimental foundations of the so called BCS
theory has been beautifully demonstrated by
Ginsberg [6]. At the same time, Anderson
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[7] also developed another theory based on
Pseudo-spin analogy to obtain a finite gap
at finite non-zero temperature between metal
and superconductor. A lucid account of this
feature [8] has been sketched for the graduate
students. Apart from normal superconduc-
tors, BCS theory is also applicable to other
fermionic system such as He3. Immediately
after the tremendous success of BCS theory,
Bohr, Mottelson and Pines [9] used the BCS
pairing analogy to explain the large gaps in
the spectra of even-even nuclei. Thus, BCS
theory has been widely used to describe su-
perconductivity in condensed matter and nu-
clear systems. The nuclear BCS theory has
been reviewed recently by Broglia [10]. Be-
sides, the spin pairing of the electrons essen-
tially influences the paramagnetic suscepti-
bility. In fact, the paramagnetic susceptibil-
ity should decrease towards zero with tem-
perature T → 0. The concept of Cooper
pairs have been used in discussing the neu-
trino emission in relation with neutron stars
[20]. The anisotropic d-wave Cooper pair
wave functions in high Tc superconductors
has been considered [21] to explain the spin
fluctuations in cuprates.

The question next comes to our mind is:
what is the reason of studying these pairs?
The formation of pairs is indeed surprising.
Because two particles of equal charge should
repel each other. But as we have mentioned
only the attraction between the electrons will
force them to bind them. Therefore, natu-
rally one is eager to know the origin of attrac-
tion between these electrons to form Cooper
pairs. It is to be noted that two free elec-
trons in a vacuum/free space always repel

each other. Thus, it is the medium which
is responsible for such an attraction between
them. The electrons under consideration are
in a dielectric medium of the solid character-
ized by a dynamic dielectric constant ε(ω).
Under an appropriate condition on the fre-
quency ω, the dielectric constant ε(ω) ) can
change from a positive value to a negative
one making the interacation to be negative.
In our modern condensed matter physics, it is
the quantized unit of lattice vibration known
as phonon which is responsible for such an
effective attractive interaction between the
electrons. It is worthy to mention that like
photons, phonons are bosons with zero chem-
ical potential. Unlike photons, phonons have
transverse polarization and the wave vectors
associated with them are restricted to Bril-
louin zone only.

When an electron passes through the solid,
on account of its negative charge, leaves be-
hind a deformation trail affecting the posi-
tion of the ion cores . This trail is associated
with an increased density of positive charge
due to the ion cores, and thus has an attrac-
tive effect on a second electron. Therefore,
the lattice deformation causes a weak attrac-
tion between the pair of electron. Thus, the
balance between of electron-phonon interac-
tion [2, 3, 12, 13, 14, 16] and the Coulomb
interaction in a material crucially determines
whether a given material is superconducting
or not. Since, electrons possess both charge
as well as spin, during its motion through
metal, the effective Coulomb interaction is
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screened dynamically[2, 15] as

V~q =
4πe2

ε(~q, ω)q2
(1)

However, with rearrangement of the electrons
due to phonon interaction, the effective inter-
action [2, 15] reduces to

V eff
~q =

4πe2

q2 + k2TF
+

4πe2

q2 + k2TF

ω2
q

ω2 − ω2
q

(2)

Here, ~q = ~k − ~k′, ~ω = Ek − E ′k with the
screening length λTF = k−1TF depending on
the density of electrons and the Fermi en-
ergy. ωq describes the spectrum of phonons
with dispersion relation ωq = sq at long wave-
length limit. In the limit ω < ωq, the effec-
tive interaction becomes negative while in the
static limit, the interaction reduces to zero.
A schematic view of the formation of Cooper
pairs is shown in figure 1. Thus, this interac-
tion is of dynamic nature only. Alternatively,
a simple physical intuitive level explanation
has been provided for this attractive interac-
tion between two electrons above the Fermi
surface by Weisskopf [17]. In fact, it has been
pointed out that the motion of Cooper pairs
is similar to that of the two nucleons in a
deuteron or of the two electrons in the ground
state of positronium.

In this pedagogical article, we would like
to discuss the many facets of Cooper pairs as
follows. In the next section, we briefly ex-
plain the meaning of bound state in quan-
tum mechanics. In section 3 , we state the
Cooper pairing problem in spherical Fermi

Figure 1: Formation of Cooper pairs inside the
lattice.

surface and solve the bound state for vari-
ous interactions between the electrons. With
the help of the eigenfunctions we also com-
pute the average radius of the Cooper pair in
section 4. We then generalize in section 5,
the bound state problem to ellipsoidal Fermi
surface. We give our conclusions in section 6.

2.Bound State Problem in

Quantum Mechanics

Classically, it is known that the bound states
can exist any time whenever there is a local
(or global) minimum in the potential energy.
However, a local minimum is insufficient to
create a bound state in quantum mechanics.
But, in quantum mechanics a global mini-
mum is necessary to allow the existence of
bound states. The classical bound states
can exist for any value of total energy which
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is low enough to keep the particle in the
minimum. However, this is not the case in
quantum mechanics.

In physics, a bound state generally de-
scribes a system where a particle is subject
to a potential such that the particle has a
tendency to remain localised in one or more
regions of space. The potential may be either
an external potential, or may be the result
of the presence of another particle.

In quantum mechanics with the con-
servation of number of particles, a bound
state is a state (of course in Hilbert space)
that corresponds to two or more particles
whose interaction energy is less than the
total energy of each individual particle, and
therefore these particles cannot be separated
unless this amount of energy is spent. The
energy spectrum of a bound state is discrete,
unlike the continuous spectrum of isolated
particles. One may have unstable bound
states with a positive interaction energy
provided that there is an energy barrier
that has to be tunnelled through in order
to decay. In general, a stable bound state
is said to exist in a given potential of some
dimension if stationary wave functions exist
(normalized in the range of the potential).
The energies of these wave functions are
negative. Bound state implies the classically
expected state, so bound state energy should
be smaller than V (x→ ±∞) or V (r →∞).

Let us illustrate some examples of the
bound states. A proton and an electron can
move separately and their the total center-

of-mass energy is positive, and such a pair of
particles can be described as an ionized atom.
However, when the electron starts to orbit
around the proton, the energy becomes neg-
ative, and a bound state so called the hydro-
gen atom is formed. Only the lowest energy
bound state, the ground state is stable. The
other excited states are unstable and will de-
cay naturally to bound states with less energy
by emitting a photon. A nucleus is a bound
state of protons and neutrons (nucleons). A
positronium atom is an unstable bound state
of an electron and a positron. It decays into
photons. The proton itself is a bound state
of three quarks (two up and one down; one
red, one green and one blue). However, unlike
the case of the hydrogen atom, the individual
quarks can never be isolated.

Any well-behaved eigenfunction ψ of a dis-
crete spectrum should satisfy

∫
|ψ|2 d3r = 1.

The integral is taken over all space. This
implies immediately that |ψ|2 must decrease
rapidly and approaching zero at infinity.
This indicates alternatively that the proba-
bilities of infinite coordinates is rather zero.
Thus, the system executes a finite motion
and hence, is said to be a bound state. For
a continuous one, the integral

∫
|ψ|2 d3r

diverges because |ψ|2 does not tend to zero
at infinity. In such a situation, the motion is
said to be extended over the infinite space. In
solving the Schroedinger equation for a given
problem, there are two types of solutions for
positive values as well as negative values of
the energy E. The negative energy solution
(E < 0) is bound one while the other one
is termed as scattering state or unbounded
state. For harmonic oscillator, the potential
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V (x)→∞ as x→∞ while for the hydrogen
atom V (r) → 0 as r → ∞. However, in
both cases, there is bound state. One has
to be careful to think whether the motion is
confined or not in a given potential. In this
respect, there is a remarkable theorem in one
dimension about the bound state.

The statement is : In one dimensional sys-
tem, there is always a bound state for any at-
tractive potential. Thus, the potential under
consideration have the the following proper-
ties; V (x)→ 0 as x→ 0 and

∫∞
−∞ V (x) dx <

0. Under this criteria, we are looking for a
variational estimation of the Hamiltonian

H =
p2

2m
+ V (x) (3)

for wave functions

ψ(x) = N exp(−α2x2) (4)

ψ(x) = N/ cosh(αx) (5)

Both these wave functions are normalizable
and go to zero as x → ±∞. Dimensional
analysis [18, 19] can be used to estimate the
contribution of the bound state energy eigen
values of bound state problem and other re-
lated problems. A simple dimensional analy-
sis yields that N2 = Cα with C being a di-
mensionless quantity and [α] = M0L−1T 0. It
is easy to notice that values of α control the
character of the wave function. For example,
in the limit of the small values of α, the wave
function is very much spread over the space
and the state is regarded as a weakly bound.
With the help of the wave function, we can
now estimate the potential and the kinetic

energy of the above Hamiltonian. For small
value of α,

〈V 〉 =

∫ ∞
−∞
|ψ|2 V (x) dx

≈ |ψ(0)|2
∫ ∞
−∞

V (x) dx

= −CWα (6)

where W =
∫∞
−∞ V (x) dx > 0. Again, on di-

mensional ground, the kinetic energy can be

estimated as
〈
p2

2m

〉
= Const.

(
α2~2
2m

)
= Dα2.

Thus,

〈H〉 = Dα2 − CWα (7)

No matter how small V is, we can have
〈H〉 < 0 for small value α. The minimum
value of 〈H〉 is −C2W 2

4D
for α = CW

2D
. Essen-

tially, the magnitude of the bound state de-
pends on the shape rather than its strength.
The variational proof of the existence of at
least one bound state in 1d is firmly rooted
to one dimension as shown explicitly on equa-
tion (3)-(7) and cannot be generalized to 2d
or 3d. In fact, for three dimensional attrac-
tive potential problem given by

V (r) = −V0, r ≤ a; V (r) = 0 r > a (8)

there exists a bound state only when the
strength of the potential V0 is greater than

the critical strength Vc =
(

~2π2

8ma2

)
. In

fact, for higher dimensions, the condition∫
V (x) ddx < 0 does not essentially support

[22, 23] always a bound state.
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3.Bound state of single

Cooper pair

The ground state of a non-interacting Fermi
gas of electron in a potential well corresponds
to the situation where all the electron states
with wave vector ~k within the Fermi sphere

[E0
F =

~2k2F
2m

at T=0K ] are filled and all states
with E > E0

F are unoccupied. We consider a
simple model [2, 3, 4] of two electrons added
to just above the filled Fermi surface char-
acterized by the Fermi energy E0

F . A weak
attractive interaction V (~r1, ~r2) between these
two electrons is switched on resulting from
the phonon exchange as discussed in the in-
troduction section. All other electrons in the
Fermi sea are assumed to be non-interacting,
and, on account of the Pauli exclusion prin-
ciple, they exclude a further occupation of
states with |k| < kF . The added two elec-
trons do feel a statistical interaction through
Pauli exclusion principle with those inside the
filled Fermi sphere. Hence, the most simple
bound state energy eigenvalue equation reads
as

HΨ0(~r1, ~r2) = EΨ0(~r1, ~r2)

H =
p21
2m

+
p22
2m

+ V (~r1, ~r2)(9)

Now, if the interaction V (~r1, ~r2) depends only
on the magnitude of the relative coordinate
~r = ~r1 − ~r2, then the lowest energy state will
correspond to the zero momentum of centre
of mass. This is true because we have a trans-
lational invariant system ([H,P ] = 0; ~P =
~p1 + ~p2). This fact also can be viewed from
the phonon mechanism. Due to phonon ex-

change the two additional electrons contin-
ually exchange their wave vector, where by,
however, momentum must be conserved.

~k1 + ~k2 = ~k′1 + ~k′2 = ~K (10)

We also assume that the interaction is short-
ranged and in k-space is restricted to a shell
with an energy thickness of ~ωD (ωD= Debye
frequency) above E0

F . The strength of the

attractive interaction is maximum for ~K=0.

It is therefore sufficient in what follows to
consider the case ~k1= ~−k2=~k , i.e. electron
pairs with equal and opposite wave vectors.
This suggest the orbital wave function to be

Ψ0(~r1, ~r2) =
∑
~k

g~ke
i~k. ~r1e−i

~k. ~r2 (11)

It should be noted here that zero momentum
of the pair does not mean that the uncer-
tainty in momentum (∆p) of the pair is zero.

Taking into account the antisymmetry [2,
24] of the total wave function with respect to
exchange of the two electrons, Ψ0 is converted
either to a sum of products of cos(~k.(~r1−~r2))
with the antisymmetric singlet spin function
(α1β2 - β1α2) or to a sum of products of

sin(~k.(~r1 − ~r2)) with one of the symmetric
triplet spin function α1α2, (α1β2 + β1α2)
,β1β2, where α= up spin state, β= down
spin state. However, because of an attrac-
tive interaction, we expect the singlet cou-
pling to have lower energy because the cosi-
nusoidal dependence of its orbital wave func-
tion on (~r1 − ~r2) gives a larger probability
amplitude for the electrons to be near each
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other. Hence, we consider a two electrons
singlet wave function of the form

Ψ0(~r1, ~r2) = [
∑
~k> ~kF

g~k cos~k.(~r1 − ~r2)]

× 1√
2

(α1β2 − β1α2) (12)

This kind of pairing of electrons is known
as S-wave pairing wave as gk will depend
on the magnitude of the wave vector ~k.
The summation is confined to pairs with
~k=~k1= ~−k2, which, because of the interaction
is restricted to the region ~ωD, must obey the
condition

E0
F <

~2k2

2m
< E0

F + ~ωD

The quantity |gk|2 is the probability of find-

ing one electron in state ~k and the other in
~−k, that is, the electron pair in (~k, ~−k). Due

to Pauli exclusion principle and above condi-
tion, we have

gk=0 for

{
k < kF
k >

√
2m(E0

F + ~ωD)/~2

With the help of the above Hamiltonian de-
picted in equation (9), the eigen value equa-
tion can be rewritten in terms of the coeffi-
cients gk as

(E − 2ε~k)g~k =
∑
~k′

g~k′V~k~k′ (13)

In this expression, the ε~k are unperturbed
plane wave energies and V~k~k′ are the matrix
element of the interacting potential obtained

through Fourier transformation of V (~r) is
given by

V~k~k′ = Ω−1
∫
V (~r)ei(

~k′−~k).~rd~r (14)

where ~r is the distance between the two elec-
trons and Ω is the normalization volume.
This V~k~k′ characterizes the strength of the
potential for scattering a pair of electrons

with momenta (~k′, ~−k
′
) to momenta (~k, ~−k).

If a set of g~k satisfying equation (13) with
E < 2E0

F can be found, then a bound pair
exists. Since it is hard to analyse this sit-
uation for general V~k~k′ , below we consider
three forms of the interaction for which we
can solve the equation (13) exactly.

3.1 Constant potential in
k-space

Cooper [4] introduces the approximation that

all V~k~k′ =-V for ~k states out to a cut off energy
~ωD away from EF , and that V~k~k′=0 beyond
~ωD. The right hand side of equation (13) is

a constant, independent of ~k, and we have

g~k = V

∑
~k′ g~k′

2ε~k − E
(15)

Summing both sides and cancelling
∑
g~k we

obtain,
1

V
=
∑
~k

(2ε~k − E)−1 (16)

Note that a constant V in the reciprocal space
means a spatially varying in real space. In
figure 2, we show the schematic variation of
the varying potential in real space.
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Figure 2: Schematic view of potential in real
space.

When we replace the summation by an in-
tegration, with N(ε) denoting the density of
states at the Fermi level for electrons, then
the above equation reduces to

1

V
=

∫ E0
F+~ωD

E0
F

N(ε)dε

(2ε− E)
(17)

Since N(ε) in three dimensions is propor-
tional to

√
ε and ~ωD � EF , then we can

assume that N(ε) does not change apprecia-
bly over the energy interval and can be re-
placed by the density of states at the Fermi
energy (N(E0

F )). Thus, we get a very simple
equation connecting the strength of interac-
tion as

1

V
= N(E0

F )

∫ E0
F+~ωD

E0
F

dε

2ε− E
(18)

1 =
1

2
N(E0

F )V ln
2E0

F − E + 2~ωD
2E0

F − E
(19)

or,

2E0
F − E = 2~ωD

e−2/N(E0
F )V

1− e−2/N(E0
F )V

(20)

Now (~ωD << E0
F ) and weak-coupling ap-

proximation is (N(E0
F )V << 1), then the so-

lution can be written as

E = 2E0
F − 2~ωDe−2/N(E0

F )V (21)

There thus exists two electron bound state,
whose energy is lower than that of the fully
occupied Fermi sea (T = 0K) by an amount
E − 2E0

F < 0. In reality the instability leads
to the formation of a new lower energy ground
state.

It is interesting to note that from equa-
tion (21) that the strength of the interac-
tion is inversely proportional to the density
of electrons at the Fermi surface. More-
over, the binding energy is finite for any arbi-
trary value of the interaction potential. This
brings out the open question of the impos-
sibility of forming the binding state in three
dimensions. This can be however argued in
the following way as illustrated in [11]. The
particles under consideration are not isolated
particles but quasi-particles related with the
filled Fermi sphere. This eventually leads to
the reduction of three dimensional problem
(
∫
d3k = N(E0

F )
∫
dE) to two dimensional

(
∫
d2k = m

∫
dE ) one. Any attractive in-

teraction in two dimensions will be sufficient
enough for the formation of bound state. In
fact this also indicates the key role played
by the filled Fermi sea in the formation of
Cooper pair. Physically speaking, in one or
two dimensions, the motion of the particle is
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restricted to a straight line or a plane. In
such a situation, any order of magnitude is
enough to produce a bound state.

An important conclusion [12] can be drawn
from equation (18). The equation (18) has a
solution for an arbitrarily weak potential if
and only if N(E0

F ) 6= 0. Note that in 3d,
N(ε) ∼

√
ε and hence N(ε) = 0 at ε = 0.

Thus, in the above integral, if the lower cut-
off were zero instead of E0

F , then there would
not be a solution for any arbitrary weak cou-
pling V . This points out the important key
role played by Pauli exclusion principle.

Suppose we split the Fermi sphere by a
magnetic field so that EF↑ 6= EF↓. In this sit-

uation, for a pair with ~K = 0, the minimum
excitation energy relative to free particles can
be computed as ∆EF = EF↑ − EF↓. Hence,
the gap connecting equation reads as

1

V
= N(E0

F )

∫ E0
F+~ωD

E0
F

dε

2ε+ ∆EF − Ẽ
(22)

Here, |Ẽ| = |E| − ∆EF . If ∆EF is greater
than the binding energy of the state for
|∆EF | = 0, no binding state is possible. Sup-
pose ∆EF = 0, but we would like to have
a finite center of mass momentum ~K rela-
tive to Fermi sea. In that situation,it is clear
that if the minimum value of εk is of the or-
der ~vFK, bound state solution disappears
when | ~K| > E

~vF
. In that sense, it is really

interesting to note that Cooper treated the
two electrons as really special and the rest as
only blocking states in Fermi sea.

If we measure the binding energy from the
Fermi energy, it is evident from the equation
(21) that the magnitude of the binding energy

is given by

|EB| = 2~ωDe−2/N(E0
F )V (23)

Moreover, as an order of magnitude estima-
tion, one can approximate |EB| to be order
of kBTc. In that situation, we can get a sim-
ple relation between microscopic interaction
and the observed critical temperature Tc in
the weak coupling limit as

Tc = 2θD exp

[
− 2

N(E0
F )V

]
(24)

Here θD is the corresponding Debye tempera-
ture of the phonon frequency. This equation
(23) can be compared with the many body
calculation involving many Cooper pairs in
BCS theory[5]

Tc = 1.14θD exp

[
− 1

N(E0
F )V

]
(25)

Again θD ∝ 1√
M

, M being the mass of the

ion and N(E0
F )V is assumed to be indepen-

dent of the mass of the ion, then we notice
from the above equation (23) that Tc ∝ 1√

M
.

This dependence on the ion’s mass is known
as isotope effect [2, 24] in superconductivity a
milestone in realizing the importance of role
of lattice or ion. Furthermore this equation
(23) can be utilized to compute the various
parameters for the microscopic theory such
as binding energy, size of the Cooper pairs.

Let us pause for a moment to estimate
the order of magnitude of this energy gap.
For Hg, assuming the transition temperature
Tc = 4K, we find that the gap is 0.001 eV.
Note that the typical Fermi energy or the av-
erage energy of free electron states is of the
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order 3-10 eV and the typical thermal energy
of a particle at room temperature (300 K) is
roughly 0.025 eV. The binding energy of an
electron in the ground state of hydrogen atom
is 13.6 eV which is almost 10,000 times that of
the energy gap seen for Hg. Thus, the minute
magnitude of this energy gap can mislead one
to use perturbation theory. However, the pre-
vious analysis by Cooper has shown clearly
that it is indeed a non-perturbative effect.
We will elaborate this point later.

What we have achieved till now is the fol-
lowing: If one starts from a degenerate free
electron gas and switch on the attractive in-
teraction V, then one notices that the elec-
trons above the Fermi sea pair themselves
and go below the Fermi surface to form a
bound state. Thus, the normal state becomes
unstable. Remarkably, this instability contin-
ues whatever may be the magnitude of the in-
teraction strong or weak. Only thing required
is the attractiveness of the interaction. How-
ever, there exists a contrasting nature from
other two particle states coupled by some at-
tractive finite range potential. They may not
form always a bound state the boundedness
of the state depends on some critical value of
the interaction. For repulsive potential, we
will have no bound state as the energy is al-
ways greater than the Fermi energy to form
continuum state. This can be visualized [24]
as follows. Consider the integral in equation
(17) as

F (E) = V

∫
N(ε) dε

−E + 2ε
; ε =

~2k2

2m
−EF (26)

For any general two body problem, we have
kF = 0 but N(ε) ∼

√
ε in three dimensions.

Then, it is easy to notice that the above in-
tegral converges for E = 0. For small V,
F (0) < 1 and for E < 0, one can convince
that F (E) < F (0) < 1. Hence, F (E) − 1 is
not realized for bound state. Following the
same logic, we can see that for Copper pair-
ing problem that N(ε) is constant over the
energy interval and F (0)→∞ and there ex-
ists always a bound state value of E < 0 such
that F (E) = 1.

It is also evident for constant Vkk′ , g~k de-
pends on the magnitude of the wave vec-
tor. This implies immediately that the spa-
tial part of the wave function is symmetric
in nature (ψ(~r1, ~r2) = ψ(~r2, ~r1)). Hence, ac-
cording to Pauli exclusion principle, the spin
part of the wave function must be antisym-
metric. Therefore, the spin part must have
the following antisymmetric form

φspin =
1√
2

(α1β2 − β1α2) (27)

where α and β are the spin up and spin
down eigenstates of spin 1/2 Pauli spin ma-
trices. The total spin operator Stot and the
z component of the spin operator Sz acting
on the above eigenstate φspin gives identically
zero eigenvalues only. This is consistent with
the argument given in the section for writing
down the variational form of the wave func-
tion for the two particles.

With the help of antisymmetric spin wave
function, we can now construct the full wave
function of two electrons as

ψ(~r1, σ1 : ~r2, σ2)

=
1√
2

(α1β2 − β1α2)
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×
∑
k

g~ke
i~k·(~k1−~r2) (28)

with g−~k = g~k. This wave function, however
can be further simplified as

ψ(~r1, σ1 : ~r2, σ2)

=
1√
2

∑
k

g~k

(
α1β2 e

i~k·(~r1−~r2)

−β1α2 e
i~k·(~r1−~r2)

)
=

1√
2

∑
k

g~k

(
(~k ↑)1( ~−k ↓)2

−(~k ↑)2( ~−k ↓)1
)

=
∑
k

g~kc
†
~k↑
c†
−~k↓
|vac > (29)

In the last step, we have used the formalism of
second quantization with fermionic creation
and annihilation operators. A quick inspec-
tion to the form of wave function reveals that

ψ(~r) = N
∫
FS

d3k ei
~k·~r

= N sin(kF r)− kF r cos(kF r)

r3
(30)

Here, N is the normalization constant. In
Figure 3, we show the variation of the wave
function with radial distance for two differ-
ent values of the Fermi wave vector. We no-
tice the drastic difference of the behaviour of
the wave function for large Fermi wave vec-
tor at small values of distance. It is clear
that the wave function is spatially symmetric
and the radial probability density P (r) varies
as r−4 as r → ∞. This indicates immedi-
ately that the mean square radius < r2 >=
4π
∫
P (r)r2dr diverges.

Figure 3: Schematic view of the wave function
for two different values of the Fermi wave vector.

The variation of the probability density can
be visualized in another way. Using the value
g~k, we can rewrite the wave function as

ψ(r) =
1

r

∫ kc

kF

dk
k sin(kr)

2εk + |E|

= −1

r

d

dr

{
cos(kF r)

∫ εc

0

cos( εr
~vF

) dε

ε+ |E|/2

}
(31)

Here we have used k − kF ≈ εk
~vF

. If we rep-
resent the integral as J(r), then it is noticed
that the wave function is nothing but that of
two free scattering particles (1

r
sin(kF r) times

the integral J(r). A careful look reveals that
J(r) is roughly constant for r < ~vF

|E| and be-

yond that it falls of as 1
r
. Therefore, the wave

function varies as 1
r2

in the limit r →∞. This
fact thus justifies the statement about the ra-
dial probability density in a natural way.

Now one may ask the following question: Is
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this spatial symmetric wave function unique
for any form of interaction Vkk′? In fact, the
nature of the wave function depends strongly
on the nature of the interaction. If the inter-
action depends on the angle between ~k and
~k′ ( such as λ(~k · ~k′)), then several bound
states [24] may arise. Moreover, spatially
anisotropic solutions leading to complicated
spin dependences rather than the simplistic
as suggested above may be found. However,
it has been noticed that in most of the normal
superconductors do not show a strong angu-
lar dependence of Vkk′ on ~k and ~k′ .

3.2 Potential separable in two
coordinates

Note that in the original Cooper pair prob-
lem, the interaction potential V (~r1, ~r2) =
V (|~r1−~r2|) = V (r). That’s why the potential
V (~r1, ~r2) is separable in relative coordinate r
only. There is no part of the centre of mass
coordinate ~R. If the potential could depend
on the individual coordinates rather than the
distance between the particles, then we can-
not write V (~r1, ~r2) as f(r)g(R). As in the
case of constant potential, here also we de-
fine the matrix element V~k~k′ as

V~k~k′ =< ~k,−~k|V |~k′,−~k′ > (32)

There is no general solution to equation (13)
unless V~k~k′ is assumed to be separable as func-

tions of ~k and ~k′ . So now we choose the sepa-
rable potential [22] given by V~k~k′ = −λω~kω∗~k′ .
We consider the potential V in relative co-
ordinate is spherically symmetric and hence,

Ψ(~r1, ~r2) is an eigenfunction of angular mo-
mentum with angular momentum quantum
numbers l and m1.
V~k~k′ can be expanded into partial wave

components

Vl(|~k|, |~k′|) = λlω
l
~k
ω∗l~k′ (33)

Thus, the eigen value equation in this case
for each value of l of Vl(|~k|, |~k′|) reads as

(Blm1 − 2ε~k)g~k = −λlωl~k
∑
~k′

ω∗l~k′g~k′ (34)

with

g~k = −
λlω

l
~k
C

(Blm1 − 2ε~k)
(35)

Where the constant C is defined as

C =
∑
~k′

ω∗l~k′g~k′ (36)

Repeating the same arguments as done in the
previous section, we obtain the desired equa-
tion

1 = −λl
∑
~k

|ωl~k|
2 1

(Blm1 − 2ε~k)

= −λlΦ(Blm1) (37)

determining the energy eigenvalues Blm1 . Be-
fore we proceed for the energy eigen value,
we would like to study the analytic struc-
ture [25] of the equation (32). The poles of
Φ(Blm1) occurs at Blm1 = 2ε~k. As Blm1 →
2ε~k from below, Φ(Blm1) → −∞ while just
above Blm1 → 2ε+~k , Φ(Blm1) → +ve. For

all the values of Blm1 � 2E0
F , Φ(Blm1) =

−ve. Therefore, a bound state forms when
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Φ(Blm1) crosses − 1
λl

. Thus, the intersection

of Φ(Blm1) with the straight line − 1
λl

de-
termines the bound state solutions for the
Cooper pair in such a solution.

For the simple case ωl~k = 1 for 0 < ε~k <

~ωD and ωl~k = 0 for otherwise, and λl < 0,
the binding energy |Blm1| of the pair in the
split off state is given by

1

λl
=

N(E0
F )

2
log[
|Blm1|+ 2~ωD
|Blm1|

]

|Blm1| =
2~ωD

exp(2/N(E0
F )λl)− 1

(38)

We have assumed the density of states N(ε)
is slowly varying in the interval 0 < ε~k < ~ωD
and have approximated it byN(E0

F ), the den-
sity of single electron states of one spin orien-
tation, evaluated at the Fermi surface. From
above equation one has in the weak coupling
limit,

|Blm1| = 2~ωD exp(−2/N(E0
F )λl) (39)

Thus, like constant potential case, we notice
in this situation also that the binding energy
is an extremely sensitive function of the cou-
pling strength for weak coupling; however, a
bound state exists for weak coupling so long
as the potential is attractive near the Fermi
surface. One more remark is in order. In
contrast to the previous constant potential
case, instead of single bound state, here we
get many bound states as indicated in the
figure 4. The bound state does not exist for
repulsive interaction between the electrons
above the filled Fermi surface. It is inter-
esting to note that the form of the binding
energy is not analytic at V = 0 or λ = 0. In

Figure 4: Schematic view of bound states for
potential separable in two coordinates.

other words, the energy cannot be expanded
in powers of V or λ, Hence, the result can-
not be obtained by perturbation theory. This
points out the importance of variational prin-
ciple as adopted here. This is one of very few
occasions in condensed matter physics, where
the final result cannot be obtained from the
perspectives of perturbation theory. The fail-
ure of perturbation theory can be traced back
in the frame work of change of different sym-
metry associated with the system [26].

We can also generalize the above analysis
to

V~k~k′ = −V0δ(~k − ~k′) (40)

to obtain exactly the energy eigen value. So,
we see that for all three above cases we get
bound state. Now it is almost impossible to
get a general analytic solution from any V~k~k′ .
The exact analytic solution exists only for
three forms of V~k~k′ as discussed above. Of
course any linear combination of the three
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forms of V~k~k′ will also form a bound state
and can be found exactly. It has been shown
by Randeria et al [27] that in two spatial di-
mensions, the many body ground state of a
dilute gas of fermions interacting through an
arbitrary pair potential is unstable to s-wave
pairing. This work has a remarkable implica-
tions in high-Tc superconductivity because of
the effective two dimensions of the materials
used.

3.3 Binding Energy and Center
of Mass Momentum

Dimensionally, one may argue that the bind-
ing energy depends on the center of mass mo-
mentum corordinate ~P as P 2. This is reason-
ably true because the wave function contains

a part of the order exp
(
i ~P ·~R
~

)
. However, we

will demonstrate below that the presence of
the Fermi surface will force the binding en-
ergy to depend only linearly [25] on the mag-

nitude of the center of mass momentum ~P .
The equation (16) in such a case is modified

as

1 = −V
∑
k

1

E − ε~k+ ~P
2

− ε−~k+ ~P
2

(41)

Now, for small ~P , neglecting the terms of the
order P 2, we can rewrite the above equation
in an integral form

1 = −V
∫ E0

F+
vF P

2
+~ωD

E0
F+

vF P

2

N(ε) dε

E − 2ε
(42)

to obain the final expression of the binding
energy in terms of the Fermi velocity vF and

other relevant parameters

E = 2E0
F + PvF −

2~ωD
exp

(
2

N(E0
F )V

)
− 1

(43)

Thus, we notice that the inclusion of the cen-
ter of mass energy in the expression of the
binding energy for the relative motion re-
duces its order of magnitude and can even
break the pair. If we measure the energy
from the Fermi surface, we can set E0

F to zero;
then the appropriate value of the magnitude
of center of mass momentum for which the
breaking of Cooper pair can be found as

PvF =
2~ωD

exp
(

2
N(E0

F )V

)
− 1
∼ kBTc (44)

If we now divide this center of mass momen-
tum by Planck’s constant, we get an inverse
of length scale [P~ ∼

kBTc
~vF

= 104 cm−1]. This
length scale ξ is known as Pippard coherence
length [2, 13, 24] and the estimated order of
magnitude turns out as ξ ∼ 10−4 cm =
1000Å. Interestingly, ξ, the coherence length
or the average size of the Cooper pair is seen
to be larger than the inter-atomic distance
between the particles. Such a large coherence
length is the signature of the electron-phonon
interaction.

4. Average Size of Cooper

pairs

In the previous section, we have used simple
dimensional argument to estimate the size of
the Cooper pair. This has been done from the
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energy gap at the Fermi energy. That’s the
key point for using this dimensional analy-
sis. This can be also be dome via uncertainty
principle [2]. In this section, we would like to
compute the size of the pair from the Cooper
pair wave function through the expectation
value [13, 24].

Cooper pair wave function can be written
as

ψ(~r1, ~r2) =
∑
~k

g~ke
i~k.~r (45)

where ~r = ~r1 − ~r2, therefore

|ψ(~r1, ~r2)|2 =
∑
~k

∑
~k′

g~kg~k′e
i(~k−~k′).~r (46)

Now the expectation value of the Cooper pair
radius squared is given by

< r2 >=

∫
|ψ(~r1, ~r2)|2r2d~r∫
|ψ(~r1, ~r2)|2d~r

(47)

putting the value of equation(31), we get

< r2 >=

∑
~k

∑
~k′

∫
r2g~kg~k′e

i(~k−~k′).~rd~r∑
~k

∑
~k′

∫
g~kg~k′e

i(~k−~k′).~rd~r
(48)

or,

< r2 >=

∑
~k

∑
~k′(∇~k.∇~k′

∫
ei(

~k−~k′).~rd~r)g~kg~k′∑
~k

∑
~k′ δ(

~k − ~k′)g~kg~k′
(49)

therefore,

< r2 >=

∑
~k

∑
~k′ ∇~k.∇~k′δ(~k − ~k′)g~kg~k′∑
~k

∑
~k′ δ(

~k − ~k′)g~kg~k′
(50)

or, we can write

< r2 >=

∑
~k |∇~kg~k|2∑
~k |g~k|2

(51)

Now, from previous section we know that

g~k =
C

2ε~k − E
(52)

where C be the constant. Therefore,

g~k =
C

2(~
2k2

2m
− EF − w/2)

(53)

where w = −2~ωDe−2/N(0)V is the binding
energy of the Cooper pair. Now,

∇~kg~k = −
C ~2k

m

2(~
2k2

2m
− EF − w/2)2

(54)

therefore,

|∇~kg~k|
2 =

C2 ~4k2
m2

4(~
2k2

2m
− EF − w/2)4

(55)

and

|g~k|
2 =

C2

4(~
2k2

2m
− EF − w/2)2

(56)

Substituting this value of |gk|2 in equation
(46), we get

< r2 >=
2~2

m

∫ EF+~ωD

EF

N(ε)εdε

( ~
2k2

2m
−EF−w/2)4∫ EF+~ωD

EF

N(ε)dε

( ~
2k2

2m
−EF−w/2)2

(57)

One can approximate those integrals as
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∫ EF+~ωD

EF

N(ε)εdε

(~
2k2

2m
− EF − w/2)4

∼ N(E0
F )EF

∫ ∞
EF

dε

(~
2k2

2m
− EF − w/2)4

(58)

or,∫ EF+~ωD

EF

N(ε)εdε

(~
2k2

2m
− EF − w/2)4

=
−8N(E0

F )EF
3w3

(59)
similarly,

∫ EF+~ωD

EF

N(ε)dε

(~
2k2

2m
− EF − w/2)2

=
−2N(E0

F )

w

(60)
Incorporating these values of the integrals, we
obtain finally,

< r2 >=
4~2v2F
3w2

(61)

where vF is the Fermi velocity given by vF =
~kF
m

= ~
m

(3π2n)1/3 with n being the density of
electrons.

Now the order of binding energy is 10−4

eV. So we get,

< r2 >1/2= 10−4cm (62)

So the extension of Cooper pair is much
greater than mean interatomic separation.
So, such a high density of such electron pairs
create a new lower energy ground state which
is known as BCS ground state.

Below we estimate the size of the Cooper
pairs in Table I for different systems assum-
ing the binding energy w ∼ kBTc. Note that

Table 1: Size of Cooper pair
Metal Tc vF (×106m/s) Size (µm)
Al 1.2 2.03 14.92
Cd 0.56 1.62 25.51
Ga 1.09 1.92 15.54
Zn 0.9 1.83 17.93
Sn 3.72 1.90 4.50
Pb 7.2 1.83 2.24
Nb 9.26 1.37 1.30
Hg 4.15 1.58 3.36
In 3.4 1.74 4.51

as V0 → 0, w → 0 rendering the average ra-
dius to diverge. Kadin [28] has beautifully
illustrated the real space physical picture for
the Copper pair consistent with BCS theory.

5.Cooper pair above the

ellipsoidal Fermi surface

Suppose we put two electrons above the ellip-
soidal Fermi surface rather than the original
spherical Fermi surface as done by Cooper
himself. Will they still form a bound state
like the spherical one? We know that the el-
lipsoidal Fermi surface can be represented by
the equation

E =
~2

2m∗x
k2x +

~2

2m∗y
k2y +

~2

2m∗z
k2z (63)

This equation can be rearranged in the fol-
lowing form

1 =
~2

2m∗xE
k2x +

~2

2m∗yE
k2y +

~2

2m∗zE
k2z (64)
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The three axis of the ellipsoid can be read of
as

a =

√
2m∗xE

~

b =

√
2m∗yE

~

c =

√
2m∗zE

~
(65)

Now, the total number of electronic state be

n =
4
3
πabc

(2π
L

)3
(66)

Putting the value of a, b, c into equation (61),
the value of n is given by

n =
4
3
π
√

8m∗xm
∗
ym
∗
z

~3(2π
L

)3
E3/2 (67)

This, the density of state is

N(E) =
dn

dE
= C

√
m∗xm

∗
ym
∗
zE

1/2 (68)

where C be the constant. Thus, like the
spherical case, here N(E) is also proportional
to
√
E. This can be understood from the fact

that by defining k̃x = kx√
m∗x/m

, k̃y = ky√
m∗y/m

k̃z = kz√
m∗z/m

, the ellipsoidal Fermi surface de-

fined in equation (58) can be transformed to
spherical one. So it is clear that, the form
of binding energy of Cooper pair does not
change for ellipsoidal Fermi surface. Only the
magnitude of the effective mass is modified
in such a situation as md = (m∗xm

∗
ym
∗
z)

1/3.
Thus, the equations (20) or (33) remain valid
with suitable replacement of the density of

states at the Fermi surface as shown above.
Although the density of states will not change
shape, however, it is to be noted that the
Fermi velocity at different k-points on the
Fermi surface will be different. This in turn
will indicate the electron-phonon coupling
will necessarily depend on k and hence, the
gap calculated above becomes anisotropic in-
stead of isotropic.

6. Conclusions

To conclude, we have discussed the energet-
ics of a single Cooper pair which eventually
forms an important ingredient for the devel-
opment of BCS theory which is nothing but
the condensate of interacting many Cooper
pairs. The meaning of bound state along
with the inapplicability of perturbation the-
ory have been addressed here. The origi-
nal bound state of Cooper pairs in spher-
ical Fermi surface has been generalized to
ellipsoidal Fermi surface with various forms
of the interacting potentials. The average
radii of the Cooper pairs for many supercon-
ducting materials have been computed and
it has been argued that they are quite larger
than the typical average distance between the
quantum particles (here electrons).
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Abstract 

 
LabVIEW is used in the development of dedicated instruments for laboratory and industrial 

applications. This paper presents the implementation of Lab VIEW for weights measurement 

using load cell. Virtual instruments are presently used in scientific and industrial applications. 

Aim of this paper is to build a simple weighing machine implementing the Lab VIEW. The 

hardware, software details are presented in this paper. The results are satisfactory. This 

paper helps the students to understand and build a basic instrumentation system.  

Key words: LabVIEW, Weights measurement.       

 
 

Introduction 
Weight is generally used as a measurement in 

many situations as a measure of quantity. It is 

commonly used for batching out quantities. 

Many types of methods are available for 

weight measurement, one of the methods to 

measure the weight by using a load cell. It is a 

passive transducer which can convert a force 

(strain) into electrical signal. It has a strain 

gauge as a sensing element. Strain gauges are 

two types; one is semiconductor strain gauge 

and anther one metallic strain gauge. In the 

metallic type gauge is resistance varies 

linearly with strain. In this Experiment, the 

metallic type strain gauges are used.  

 

A load cell usually consists of four strain 

gauges in a Wheatstone bridge configuration 

(Full Bridge). This load cell has a cantilever, 

one end of which is fixed firmly to a rigid 

support and the other end, where the unknown 

force is applied, is free. At the free end of the 

cantilever beam, applied force cause bending 

moment, develops the strain on the strain 

gauges, which is proportional to the applied 

force [1]. When the cantilever beam is 

stretched, the resistance of the strain gauges is 

increased due to which, its resistance changes 
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in a definite manner. The force is applied 

through the different weights. In this 

experiment a load cell having linear response 

is used. The Wheatstone bridge consisting of 

four resistive arms with a DC excitation source 

acts as sensing element in the load cell. 

Measurements can be carried out either by 

balancing the bridge or by determining the 

magnitude of imbalance [4].  

Instrumentation: 

The weight measurement achieved by using 

labVIEW is shown in fig 1. The block diagram 

consists of the following blocks 1. DC 

Excitation Source, 2. Load cell, 3. Signal 

conditioner, 4. NI DAQ 6009, 5. Personal 

Computer.  

 

 
Fig. 1 Block diagram for measurement weights by load 

cell. 

Basically load cell is a passive transducer. 

Excitation is needed for passive transducers 

because these transducers do not generate their 

own voltage or current. The excitation source 

may be an alternating current or D.C voltage 

source. The D.C system is comparatively 

simple and generally used for resistance 

transducers such as strain gauge. In load cell, 

the strain gauges are in Wheatstone bridge 

configuration (Full Bridge). It is the most 

commonly used Bridge for measurement of 

resistance. There are two ways in which a 

Wheatstone bridge can be used. They are Null 

Type Bridge and Deflection Type Bridge. For 

measurement of rapidly changing input 

quantities, the Deflection type is used. The 

output of Deflection Type Bridge is the result 

of imbalance caused by the strain on the strain 

gauge. The output of the bridge is directly 

proportional to the change in the input 

quantities; the output of the bridge is very low. 

Hence it needs a signal conditioning element. 

The signal conditioning element consists of an 

instrumentation amplifier and scaling 

amplifier. The instrumentation amplifier has 

high input impedance. This bridge is called the 

Voltage Sensitive Bridge [1]. The bridge 

output is applied to the differential inputs of 

the Instrumentation amplifier. The output of an 

instrumentation amplifier is applied to the 

scaling amplifier. The scaling amplifier is 

configured in non-inverting configuration with 

adjustable gain. 

  The output of the scaling amplifier is applied 

to the Data acquisition device NI DAQ 6009 

[6] from National Instruments. It has eight 

analog input channels and two 12 bit DAC 

channels, The ADC can be configured for 

either 12bit/14bit, the ADC can be used for 

single ended input or Differential input mode 

[7]. In this experiment the output of the scaling 

amplifier is read from A0 of the ADC of the 

NI DAQ 6009. The data is processed and the 

weight is displayed in Gms. 
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Fig2.Schematic Diagram of weights measurement 

 

Fig. 2 shows the schematic diagram of weights 

measurement using lab VIEW.  The external 

D.C excitation source is connected to two arms 

of the load cell and another two arms of load 

cell are applied to Load resistor of 1 MΩ. The 

output of the  

bridge is applied to the differential inputs of an 

instrumentation amplifier. A small resistor is 

connected at the non inverting input of the 

instrumentation amplifier to the ground. The 

100Ω resistor acts a ground point eliminating 

grounding errors. The output of the 

instrumentation amplifier is fed to scaling 

amplifier. The scaling amplifier has adjustable 

gain for suitable amplification for linear 

measurement.   The output of the scaling 

amplifier is applied to National Instruments 

DAQ card NI DAQ 6009.  In load cell, the 

strain gauges are in Wheatstone bridge 

configuration. In this experiment deflection 

type measurement is used. Due to the small 

variation in the resistors, there exists a small 

amount of DC voltage at the output of the 

bridge at no weights condition. Hence to offset 

the bridge voltages, the offset voltage is 

compensated through the lab view 

programming.  The programming on 

LabVIEW measures the voltages and displays 

the weight on the front panel of the virtual 

instrument. 

 

Software Development: 

The following Algorithm is used for the 

software development in the present 

application. 

1. Initialization of DAQ for data 

acquisition. 

2. Enabling the function for the 

Amplitude and level measurements in 

VI (virtual instrumentation) for 

measurement of DC voltage. 

3. Find out the offset voltage of NI DAQ. 

4. Offset Nulling: The offset voltage is 

subtracted from the measured voltage 

obtained from the amplitude 

measurement function. The corrected 

output voltage value is applied to the 

Formula function for the exact voltage 

measurement. 

5. A case loop is designed for tare 

weights function. 

6. Weights are displayed with tare and 

without tare.          

 

 
 

Fig.3. Block Diagram of the VI 
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Fig. 4.front panel of the weighing machine on VI 

 

 

 

The experimental setup is shown, in plate 1.  

 

 

Plate1. Experimental Setup of Lab VIEW based 

weighing machine  

 

 

 

 

Results and Conclusions: 

 

 

 
Fig. 5(a) Weight vs. Voltage, fig.5 (b) Standard weights 

vs. weights displayed in Lab VIEW 

 

Weight measurements are achieved by 

implementing the load cell as sensor and 

LabVIEW as platform for the weighing 

machine.  

The fig.5 (a) shows Weights vs. Voltage, 5(b) 

shows Standard Weights vs. weights displayed 

on LabVIEW. The weights are measured from 

5 Gms to 5 Kg with this present unit. The 

experiment is done without any additional 

mechanical couplings. The results are 

satisfactory.  
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Abstract
In this issue we shall illustrate the variational method of estimating the ground state

energy of a quantum mechanical system.

We obtain the energy eigenvalues of a
quantum mechanical system by solving the
Schrödinger equation for the system – when
we are able to do so. There are only a small
number of systems for which we can exactly
solve the Schrödinger equation, and in all
other cases we have to resort to some kind
of approximation or numerical method. One
such method of approximation is the Vari-
ational Method. This method is very useful
when the Hamiltonian of the system is known
and we need to know the ground state energy
of the system. The method is as follows.

Consider a one-dimensional system. We
choose some ‘trial’ or ‘guess’ wave func-
tion for the ground state of the system, say
ψ(x, b), where b is the variational parame-

ter. We obtain the expectation value of the
Hamiltonian H with respect to this wave
function E(b) = 〈H〉. This energy value
is minimized with respect to the variational
parameter b, and this minimum value (say
Emin ) is the estimate of the ground state en-
ergy. There is a theorem, called the Varia-
tional Principle, which states that the varia-
tional estimate so obtained is an upper bound
for the exact ground state energy, that is,
Emin ≥ Eg, where Eg is the exact (often dif-
ficult to calculate) ground state energy.

The above method can be straight-
forwardly generalized for higher dimensional
problems, and also for wave functions with
several variational parameters. It can also be
applied to find estimates for the excited state
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energies, but in practice it is usually reliable
only for the ground state energy estimation.
The most important part of this method is
the choice of the trial wave function. It is
essential that the trial wave function is con-
sistent with the symmetry of the system. For
example, if the potential energy is symmet-
ric about a position, the ground state wave
function must also be even about that point
and must not have any nodes.

The following problem illustrates the
method.

Problem
Consider the trial wave function

ψ(x) =
A

x2 + b2
(1)

where A normalization constant and b is the
(real) variational parameter. Use this trial
wave function to estimate the ground state
energy of a one dimensional linear harmonic
oscillator. You can use the following inte-
grals: ∫ ∞

−∞

1

(b2 + x2)2
dx =

π

2b3
(2)

∫ ∞
−∞

x2

(b2 + x2)2
dx =

π

2b
(3)

∫ ∞
−∞

x2

(b2 + x2)4
dx =

π

16b5
(4)

Solution
Note that the given trial wave function is ‘rea-
sonable’ – ψ(x) → 0 for x → ±∞, and it is
even about the origin. Also it does not have
any nodes.

We begin by first normalizing the wave
function: ∫ ∞

−∞
|ψ(x)|2 dx = 1

⇒ |A|2
∫ ∞
−∞

1

(b2 + x2)2
dx = 1

⇒ |A|2 =
2b3

π

In the last step we have used the integral
given in stint1. Thus the normalized wave
function is

ψ(x) =

√
2b3

π

1

x2 + b2
(5)

Harmonic oscillator Hamiltonian is

H =
p2

2m
+

1

2
mω2x2 (6)

where x, p,m and ω have the usual meanings.
We have to find

E(b) = 〈ψ|H|ψ〉 = 〈ψ|T |ψ〉+ 〈ψ|V |ψ〉 (7)

where T = p2

2m
and V = 1

2
mω2x2, the kinetic

and potential energy operators.

〈T 〉 =
~2

2m

∫ ∞
−∞

∣∣∣∣dψdx
∣∣∣∣2 dx

=
~2

2m

2b3

π

∫ ∞
−∞

∣∣∣∣ −2x

(b2 + x2)2

∣∣∣∣2 dx
=

~2

4mb
(8)

We have used integral given in equation stint3
in the last step. Next we find 〈V 〉:
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〈V 〉 =

∫ ∞
−∞

ψ∗V ψdx

=
2b3

π
· 1

2
mω2 ·

∫ ∞
−∞

x2

(b2 + x2)2
dx

=
1

2
mω2b2 (9)

In the last step here we have used integral
in equation stint1. Thus we have expectation
value of energy as a function of the variational
parameter:

E(b) = 〈H〉
= 〈T 〉+ 〈V 〉

=
~2

4mb
+

1

2
mω2b2 (10)

Now we minimize E(b) with respect to b:(
∂E

∂b

)
b=b0

= 0

⇒
(
− ~2

2mb3
+ bmω2

)
b=b0

= 0

⇒ − ~2

2mb30
+ b0mω

2 = 0

⇒ b40 =
~2

2m2ω2

⇒ b20 =
~√

2mω
(11)

In the last step we have chosen the posi-
tive value for b20, because it gives the min-
imum for E(b), as the reader can verify by
usual methods. Also, it is stated in the prob-
lem that b real. This gives us the ground
state energy estimate (from equation toten)
Emin = E(b0) = ~ω√

2
= 0.707~ω. This dif-

fers from the actual ground state energy of
the harmonic oscillator, which as we know is
0.5~ω, by about 40%. Note that the estimate
is greater than the exact value, in agreement
with the variational principle.

The above is obviously not such a good es-
timate. This might be improved with some
other choice of the trial wave function. In
fact, if we choose a Gaussian function in x,
i.e., ψ(x) = Ae−bx

2
, the ground state energy

estimate will be the exact the ground state
energy 1

2
~ω (This exercise is done in every

quantum mechanics text book). This is be-
cause the trial wave function happens to be
the exact ground state wave function for the
harmonic oscillator .
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Abstract 
In a survey conducted at the University of Sharjah (UoS) in the United Arab Emirates (UAE), 

86% of respondents from among first-year students reported that Introductory Physics was the 

most difficult subject they were taking. This high percentage is not limited to students at the 

University of Sharjah. In fact, it is internationally perceived that introductory physics is the 

subject college students fear the most. What is alarming is that more than 80% of the students 

who said that Introductory Physics was difficult believed that it had no relevance to their 

respective fields. This is often offered as a reason for the lower than average passing 

percentages obtained in Introductory Physics. Some post secondary institutions in the Middle 

East went so far as proposing the reduction of the number of physics courses in their curricula 

or cutting down on the course content in response to continuous complaints from students as 

well as parents.  

The results of our survey will be examined with the aim of subjectively discussing the factors 

contributing to the struggle students have with Introductory Physics. These include inherent 

problems, the role of mathematical presentations of physical concepts, presentation of the 

subject matter, the students’ study habits and assessment tools. After that, we highlight the 

importance of physics through various examples of applications in the respective fields in 

which Physics plays an integral part in understanding many functions and processes.  

Finally, we propose some solutions, which we believe will assist students in learning some of 

seemingly difficult topics, including suggestions to make physical concepts easier and more 

enjoyable, without compromising the quality or the quantity of the course content. 
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1. Introduction 
During a Conference on Engineering Education in 

the Arabian Gulf countries, which was held in 

Kuwait in 1980, several papers suggested that the 

number of courses in physics should be reduced 

and that the remaining topics should be 

incorporated into other non-physics courses 

already included in the curriculum [1]. The 

argument offered was partially based on the poor 

results students obtain in physics where a number 

of students end up repeating the course. This in 

turn tends to reduce the flow of students and limit 

the number of students in the later courses. In 

addition, it was argued that many of the physics 

topics could easily be fitted into other engineering 

courses. Another reason presented was that the 

number of credit hours allocated to university, 

college and departmental requirements leave very 

little time for additional courses. For example, in 

the College of Engineering at the University of 

Sharjah in the UAE, there are only two physics 

courses, Physics II and I, included in the program; 

in the Medical Colleges and College of Health 

Sciences, only one 3-credit-hour physics course is 

allocated to cover basic physics concepts and 

fundamentals. In the case of the College of 

Engineering, the two courses include classical 

mechanics concepts and an introduction to 

electricity and magnetism. Optics, light, sound, 

thermodynamics and modern physics are not 

covered. In the Colleges of Medicine and Health 

Sciences, the physics course covers only 

biomechanics, fluids and heat, depriving students 

of topics like sound, waves, optics, atomic and 

nuclear physics, radiation protection and safety, 

and electromagnetics. In comparison to many 

western universities, where the engineering 

curricula include physics courses (for engineering 

colleges), which covers all the relevant physics 

topics, the number of physic courses offered at the 

University of Sharjah leave students with a 

minimal exposure to many of the important 

physics concepts. When the issue was raised at the 

administration and deanship levels, the reasons 

offered were very similar to those presented at the 

Kuwait conference, which was centered on the 

two notions that “students find physics very 

difficult” "and “it is not relevant to their field of 

study.” In some departments Introductory Physics 

is not a prerequisite for advanced courses, which 

leads to a common phenomenon where senior 

engineering, medical and health sciences students 

delay their graduation because they have not yet 

passed Introductory Physics.   

In light of the issues and concerns raised above, 

our aim in this paper is to investigate the factors 

contributing to college freshmen concerns with 

introductory college physics. In addition, we will 

attempt to present solutions and recommendations 

to deal with these issues. Our study includes 

conducting a survey questionnaire aimed at 

probing students’ perceptions, accompanied by 

detailed analysis of the responses in light of course 

outcomes and previous experiences.  

2. Results and Discussion  

To investigate this issue, we surveyed 326 

students enrolled in various departments of the 

Colleges of Engineering, Medicine, and Health 

Sciences at the University of Sharjah in the UAE.  

The aim of the survey was to gauge student views 

on these issues and in particular the reasons 

behind their apparent struggle with physics 

courses. A list of the survey questions and student 

responses are found in Table 1.  

Questions one to three were included to identify if 

the students’ prior physics background influenced 

their performance. The results indicated that the 

students had a strong background in physics, with 

98% of the students having taken physics in high 

school. In some cases, students had taken up to 

three physics courses during high school. 86% of 

these students had obtained grades of 85% or 

above in high school physics while 23% of the 

students surveyed were “repeaters”, which 

included students who had taken an intro-physics 

course at least once before. In response to question 

number 5, 86% of the surveyed students ranked 
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physics as the most difficult subject. The list 

included other subjects such as mathematics 

(including calculus and algebra) and chemistry. 

When students were asked to list the reasons 

behind their belief that physics was difficult, 

common answers included: “I understand the 

concepts, but I cannot solve the problems” and 

“the exams are difficult”. This former response is 

typical of those found elsewhere and often implies 

the converse, which is that the students really do 

not understand the concepts [2]. Some students 

replied that physics contained a lot of math and 

the exams contained “indirect” questions, which 

they could not answer.  In addition, 75% of the 

subjects surveyed responded that they would 

evade taking physics if they had a choice of taking 

another course instead.  

While these responses may be due to several 

factors, what is alarming is that more than 80% of 

the students surveyed believed that physics had no 

relevance to their respective fields. The students’ 

apparent frustration with the subject, the low 

grades they tend to obtain, which hover around the 

mid 60s, the quality of the instructors, teaching 

methodology and rigorous exams may contribute 

to this view. When coupled with continuous 

complaints from students and dismal outcomes, 

this perspective appears to be one of the main 

reasons behind reducing the number of physics 

courses in the curricula of universities in the Gulf 

region [1, 3].   

In a separate survey of 125 graduates in the fields 

of engineering, medicine and health sciences, we 

examined their views of the difficulty and 

relevance of Introductory Physics to their 

respective fields. The results of this survey 

showed that more than 80% of the professionals 

surveyed believed that physics was very important 

to engineering, irrespective of their subspecialties. 

For graduates and professionals in the fields of 

medicine and health sciences, the percentage was 

lower but at 72% still much higher than that of 

freshmen students.   

While these views are in line with the literature 

[4], the former results of the student surveys 

motivated us to investigate the reasons behind the 

struggle of students with physic with the hope of 

proposing solutions to address student concerns. 

Our research focuses on answers to the following 

questions:  

Is physics really a difficult subject and if so, what 

makes it difficult to understand? Is it possible to 

deliver the same content in an “easier to 

comprehend approach?” 

To answer this question effectively, we will 

investigate the possible factors/reasons 

contributing to the struggle of students with 

Introductory Physics, which as a result may have 

influenced their responses to the questions in the 

survey. As we will explain in the next section, 

some of these reasons are inherent to any physics 

course (e.g. subject matter, the presentation and 

assessment tools used to evaluate the performance 

of the students). Some of these factors may be 

independent of university and geographic location. 

On the one hand, a student’s background and 

preconceived notions about the difficulty of 

physics courses may be influenced by local 

conditions and thus contribute to the above results. 

Examples include student study habits, which tend 

to overlook some of the learning outcomes of a 

physics course and students’ perception of the 

non-relevance of Introductory Physics to their 

various fields, be it in the everyday demands of 

their professions or in research and development. 

We will argue that if students realized how 

important physics is to their profession, they 

would be motivated to take the course and be very 

keen to understand the subject.    

Why do students think physics is difficult? 

Careful examination of the poor performance of 

students in Introductory Physics can be traced to 

more deep-rooted factors rather than to the 

difficulty of the subject matter. One of these 

factors is the physics that is being taught in high 

school curricula. Table 1 shows that almost all of 
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the student respondents took physics in high 

school, the majority of whom attained very high 

grades. When we looked at the content of a typical  

 

Table 1: Summary of student responses to the survey questions (n = 326. representing the Colleges of 

Medicine, Health Sciences and Engineering). 

No Question Response 
Percentage of 

Responses 

1 Have you taken physics in high school? 
Yes 98% 

No 2% 

2 What was your physics grade in high school? 
Above 85% 86% 

75-84% 14% 

3 
Do you have to take introductory physics as part of 

your curriculum? 

Yes 100% 

No 0% 

4 Have you taken introductory physics before? 
Yes 23% 

No 77% 

5 

Among the courses you have taken/taking, 

introductory physics is ranked number ….in terms 

of its difficulty 

# 1 

 

86% 

# 2-4 

 

10% 

> 4 4% 

6 
If you were given the choice to evade Introductory 

Physics, would you take that choice? 

Yes 

 

75% 

 

No 18% 

No response 7% 

7 
Do you think introductory physics is relevant to 

your specialty? 

No 

 

80% 

Yes 20 % 

8 Why do you think introductory physics is difficult? 

Problems are difficult to 

solve. 

 

67% 

Difficult exams and 

exam format. 

 

56% 

Difficult to understand 

and is indirect. 

 

43% 

Too much Mathematics 

 

72% 

Concepts are easy but 

applications are difficult. 

23% 

 

physics course in UAE high school education 

curricula (national or private), it was found that it 

contained adequate coverage of the fundamental 

concepts. However, when these graduates were 
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subjected to a placement test, designed to test their 

physics background, only 33% of these students 

met the cutoff score (set at 40%) needed to enroll 

in Physics I [4]. These same students had an 

overall average of 85% for their high school 

physics grade (a university admissions 

requirement). This huge discrepancy is attributed 

to the inflated grades students obtain in high 

school physics.  

We therefore reached the conclusion that whatever 

the reason may be, the grades obtained in high 

school physics courses do not reflect the student’s 

“true” understanding of the concepts of physics. 

While this argument provides convincing evidence 

as to why students score badly in their placement 

tests, the students who complained about the 

difficulty of physics are the ones who met the 

cutoff score. So why do these students still think 

physics is difficult? 

Common sense ideas and theories: 

One factor, which greatly contributes to the 

struggle of students with physics courses and one 

that hinders their comprehension and grasp of 

physics concepts is what is commonly referred to 

as common sense theories or ideas [2, 5, 6, 7]. As 

reported in [2], each student entering a first course 

in physics possesses a system of beliefs and 

intuitions about physics phenomena, which s/he 

derived from extensive personal experience. This 

system functions as a common sense theory of the 

physical world, which students use to interpret 

their experience, including what they use and hear 

in their physics courses. It is considered as a major 

determinant of what the student learns in the 

course. Yet conventional physics instruction fails 

almost completely to take this into account.  

A student begins non-physics courses, such as 

Philosophy, History, etc., with unaffected minds. 

For example, before students take their World 

History course, Economics, or Philosophy, they 

know little or nothing about these subjects. The 

instructor can then help the students to implant 

fresh knowledge upon the palimpsest of their 

minds [2]. The situation in introductory physics is 

quite different where students arrive in their first 

year physics course with a set of physical theories 

that they have tested and refined over the years of 

repeated experimentation [2].  

Students have spent many years of their lives 

exploring mechanical phenomena by walking with 

slow speed, climbing up a hill at varying speeds, 

running a marathon with maximum constant 

speed, kicking a ball vertically upwards to see 

who can kick it the farthest, and riding 

accelerating vehicles. They also have limited 

experiences with electrical phenomena, acquired 

while using electrical circuits at home that are 

related to the behavior of light, lenses and mirrors. 

Based on their observations, students have pieced 

together a set of “common sense” ideas about the 

physical universe and how it works.  One might 

think this is an advantage, giving students 

studying physics a head start. On the contrary, 

researchers have shown that these preconceived 

“common sense” ideas are incompatible with the 

correct physical picture. What is worse is that 

these erroneous ideas are robust and difficult to 

dislodge from students’ minds, in large measure 

because these ideas are not addressed by 

conventional physics instruction.  

An example of such a situation is encountered 

every time we cover the concept of pressure in a 

pipe (or an artery) that is narrowed down to a 

fraction of its original cross sectional area, as 

shown in Figure 1 below. The question directed to 

the students was as follows: In which region, 1 or 

2, in the figure below (Fig. 1 below) would you 

expect the pressure on the walls of the pipe to be 

the greatest? More than 90 % of the students said 

region 2. The students based their answer on the 

fact that when the pipe (or artery) is narrowed, the 

speed of the fluid increases, and hence so does the 

pressure!  Some students did not believe that 

region 1 is under greater pressure even after 

pointing out that since the laws of conservation of 

mass tell us that velocity is greater in region 2 (i.e. 

going from a wide area to a narrow area the 

velocity increases), the fluid is accelerating in that 
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direction. Since acceleration requires an unbalanced   net  force, which   in   this     case   is  

 

 

Figure 1: As the fluid flows from region 1 to region 2, its velocity increases and the pressure drops.  

 

 

supplied by the pressure on the fluid by the walls, 

therefore the pressure in region 1 must be greater 

than the pressure in region 2 to accelerate the 

fluid.  

A similar example was reported by McDermott 

and Shaffer [5], who conducted the following two 

experiments. In the first experiment, a battery was 

connected to two identical light bulbs in series. In 

the second experiment, the battery was connected 

to a single bulb, which is identical to the two bulbs 

in the first part. The authors asked the students in 

an introductory physics course to compare the 

brightness of the single bulb to that of the two 

bulbs in the first part. Only 10-15% of the students 

(some who were exposed to circuits) gave the 

right answer that the two bulbs in the first part are 

equally bright and the bulb in the second part is 

brighter. A number of wrong answers include, 

“bulb A will be the brightest because it will use all 

the current”, or “all bulbs will be equally bright 

because they are exposed to the battery”, which 

supplies each bulb with same current. Neither of 

these ideas were learned in the class nor were they 

dismissed from the minds of the students in the 

introductory course. The surprising result is that 

McDermott and Shaffer found that the result was 

independent from whether the question was posed 

before or after the introduction of electric circuits. 

These examples show that “common sense” ideas 

tend to hinder students’ understanding of material 

and at times confuse them. It is therefore, the 

instructor’s job to identify these misconceptions 

and try to correct them during lesson delivery.  

These common sense ideas and misconceptions 

are found to interfere with the student’s approach 

to answering questions and solving problems. A 

prime example of such a situation is encountered 

during the explanation of the motion of an object 

moving vertically upwards at constant speed [8]. 

A hot-balloonist is moving up at a constant speed 

of 5 m/s, drops an object at a height of 40 meters 

above the ground. Students were asked to find the 

time the object takes to reach the ground, 88% of 

these students reported the wrong answer; 2.9 sec 

rather than the correct answer of 3.4 sec. Students 

wrongfully assumed the initial speed of the object 

to be zero, because of their false interpretation of 

word “dropped”, which students interpreted to 

mean an initial speed of zero!  

Investigations of this sort show that it is not 

enough to merely teach students the “right” way to 

think and approach the solution of physics 

problems. Challenges facing instructors involve, 

in addition to introducing the concepts, identifying 

possible student misconceptions or 

misinterpretations that confront them head-on and 

helping the students to “unlearn” them at the same 

time that they are learning the correct physics. 

Failure to do this will inevitably leave the students 

with their erroneous “common sense” ideas intact.  

Sadly, no contemporary textbook being used in 

colleges today attempts to assist instructors in 
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identifying and correcting some of these 

misconceptions.  

Mathematical expressions: do they help or 

hinder students’ understanding?  

We now turn our attention to the reasons that are 

inherent in the subject matter. The most important 

factor, especially when it comes to applications of 

physics concepts, is the fact that most of these 

concepts are represented by mathematical 

expressions. As shown in Table 1, this has been 

cited by more than 70% of the students as a major 

obstacle in understanding the meaning of many 

physics concepts, which in turn contribute to their 

frustration with physics. It is a fact that physics 

concepts are expressed in terms of mathematical 

formulae and equations that contain many 

variables and symbols, some of which need 

substitutions and using extra steps that involve 

other concepts. Therefore, proper interpretation 

and understanding of each of these symbols 

needed to solve problems is an integral part of the 

solution. It is actually the first step in the solution. 

Oftentimes, students find themselves looking for 

information, which is available to them in the 

wording of the problem. Examples of such 

problems are those encountered in projectile 

motion, where the phrase “at the top of the 

trajectory”, means that the vertical component of 

the velocity is zero. A ball is fired “horizontally”, 

means that the initial vertical component of the 

velocity is zero [8].  

A second concern of students is their inability to 

apply mathematical expressions or to properly 

choose the correct/right formula when attempting 

to solve problems. As noted above, the most 

reported complaint by the students in our survey 

was “I understand the concepts, but I do not know 

which formula to use when solving problems”; 

and “I understand the concepts but not the 

mathematical formulas”. The mathematical 

expressions representing physical quantities are 

not well digested by students. To illustrate this, we 

gave students the following two expressions, 

which describe the same exact concept, and asked 

students to state the difference between the two 

expressions.  

W
net

= DKE  
   (1) 

W
NC

= DKE+DPE   (2) 

Where Wnet is the work done by the net force 

acting on the object and ΔKE is the change is 

kinetic energy (energy due to change in speed). 

WNC in equation (2) is the work done by non-

conservative forces acting on the object (e.g. 

friction) and ΔPE is the change potential energy. 

The latter represents the change in the energy of 

the object due to change in its elevation with 

respect to the surface of the earth. This is 

commonly referred to as the work done by the 

force of gravity.  

More than 75% of the students said that these two 

expressions were different and they described 

different concepts; failing to realize that these 

expressions are exactly the same! Students did not 

recall that the work net is simply the sum of the 

work done by conservative and non-conservative 

forces.  

W
net

=W
C

+W
NC

= DKE  (3) 

Since the force due to gravity (the weight of the 

object) is a conservative force equal to change in 

potential energy, i.e.W
C

= -DPE . By substituting 

for WC, equation (3) becomes,
 

W
NC

= DKE+DPE   (4) 

Hence the equations (1) and (2) are exactly the 

same. It should be noted that students were asked 

this question after they covered the topic of 

conservation of energy in class.   

Another example, which illustrates students’ 

inability to translate the meaning of mathematical 

expressions, is that of Newton’s second law of 

motion [5]: 
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  amF


     

Where SF is the net force acting on the mass m, 

and a is the acceleration of the object. It is 

common for students to interpret this equation to 

mean that the product of mass and its acceleration 

is itself a force. In other words, they fail to 

interpret or realize that a mathematical equality 

between two quantities does not imply the two 

quantities are conceptually distinct. As a result, 

students do not appreciate the fact that 

acceleration is a consequence of the presence of a 

net force. Hence, students fail to see the difference 

between SF = 0and SF ¹ 0 , the latter of which 

indicates that the forces acting on the mass are 

unbalanced, that cause the object to move with a 

uniform acceleration, which means that its 

velocity changes at a constant rate. It should be 

noted that in a homework problem, students 

solved the questions if given all the information, 

even though the concept was not fully understood 

by the students.   

Another important factor that contributes to 

students’ inability to translate mathematical 

expressions is the fact that students tend to focus 

on mathematical definitions rather than on the 

physics meaning of the mathematical expressions. 

An example of such phenomena, is demonstrated 

by the following example, see Fig. 2, where we 

asked students which of the two children does 

more work against gravity in moving the box a 

height h above the ground (neglecting air 

resistance and frictional affects). Almost all 

students said the boy on the inclined plane does 

more work than the other boy, while they both do 

the same exact amount of work. In arriving at this 

answer, students used the definition of work, 

which states W=FΔdcosθ, where F is the applied 

force, Δd is the distance travelled and θ is the 

angle between F and Δd. Hence since the distance, 

Δd, is longer for the boy along the inclined plane, 

then he did more work.  

 

Similar examples have been reported by Lawson 

and McDermott [4]. The conclusion here is that 

students based their answer on the mathematical 

expression rather than on the concept; failing to 

properly interpret the formulae describing the 

situation at hand.  

 

 

Figure 2: In absence of air resistance and friction, the work done by the boy and the girl against gravity is 

exactly the same.  

The above discussion highlights the fact that 

introducing basic physics concepts using 

mathematical expressions contributes to students’ 

frustration with Introductory Physics.  A student 
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may fully understand free fall motion, yet s/he 

gets the wrong answer to the hot-balloonist 

problem. Similarly, with the work question, 

students fail to apply the expression representing 

to the two situations. In fact, solving problems in 

physics is in itself a skill that can only be learnt in 

physics courses. Through problem solving skills, 

students are able to breakdown physics situations 

into a set of symbols that are represented by 

mathematical formulae that can be either 

measured or calculated. This skill is gained and 

refined by solving as many problems as possible. 

Suffice to say that the onus is on physics educators 

to meet these challenges and come up with a 

strategy by which to incorporate these important 

components into physics teaching in order to 

achieve our objectives and learning outcomes. 

Student study habits: 

The second factor we investigated is that of 

student study habits and how students prepare for 

quizzes and exams. Research shows that students 

begin the semester pursuing a conceptual 

understanding of the subject matter but quickly 

become overwhelmed by the base of the course 

and revert to rote learning in order to catch up 

with the instructor to solve homework and prepare 

for quizzes and exams. Rote learning is a learning 

technique, which avoids understanding of a 

subject and instead focuses on memorization. The 

major practice involved in rote learning is learning 

by repetition. The idea is that one will be able to 

quickly recall the meaning of the material the 

more one repeats it. While this technique may 

work in other subjects like history, biology and 

various other courses, it is not an effective method 

for studying physics. In preparing for a physics 

exam, students often rely on the end-of-chapter 

problems, which if not approached with the 

understanding of all concepts involved in their 

solutions may not serve as a good tool for 

preparing for exams. Students are advised that 

studying physics should be done in two stages. 

First, they have to understand the concepts, 

followed by the second stage during which they 

practice applying these concepts to solve various 

examples in real-life situations. Students tend to 

rely on using rote learning to “memorize” the 

solution to old exam problems or end-of-chapter 

problems with the hope that they will encounter a 

similar problem in the exam. Such students are 

found to have little grasp of the concepts covered 

by these problems [8]. To investigate the validity 

of this conclusion, two problems were given to a 

pool of 60 students to solve as an in-class quiz. 

The problems were selected from end-of-chapter 

questions and old exam problems. Students scores 

were satisfactory with more than half of the class 

obtaining 75% or higher. Later, these students 

were asked conceptual questions, which were 

covered by the two problems and very few 

students were able to answer these questions. The 

majority of the students were able to calculate the 

amount of heat flow in a metal of a specific heat 

capacity as a result of temperature increase, yet 

many of them failed to distinguish between the 

concept of heat and temperature.    

These examples clearly demonstrate that the 

majority of students do not study or prepare 

properly for physics quizzes and exams. The 

consequence of this is that students find 

themselves either getting the grades, yet they do 

not fully understand the concepts, or 

understanding the concepts which they cannot 

apply it to real life situations. For a student to 

strike a balance, s/he must do well in both stages 

mentioned at the beginning of this paragraph.  

Teaching methodology  

The third factor, which may have a great impact 

on students’ perception of introductory physics, is 

teaching methodology. It was found that the 

method by which concepts are delivered 

influences students’ comprehension. Students’ 

definition of a good physics instructor was found 

to depend on factors that go beyond s/his 

understanding of the concepts. Suleiman and 

Elmehdi [9] investigated the effects of new 

teaching approaches that rely on technology such 

Course Managing Systems (CMS) [10],  

implementation of the Internet, and employing 
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new approaches, such as Guided Critical Thinking 

[11]. They found that such approaches have 

greatly improved the performance of students. 

Classical approaches, where the instructor fills the 

board with long derivations and diagrams that are 

difficult to follow, should be replaced by well-

organized and colorful multimedia slides that 

deliver the same message but in a more unique 

and attractive way. Animations are also a great 

tool to show students “dynamic” applications of 

physics concepts. The CMS course page may also 

be used to post supplementary material and 

communicate with students. In addition, student 

grades can also be posted on the CMS course 

page, which allows the students to follow and 

assess their progress their progress throughout the 

semester.  

Other teaching approaches include student study 

groups, which allow students to learn from each 

other and discuss solutions. This method was 

found to be very effective, especially for students 

who tend to be very shy and do not participate or 

answer questions during the class time.  

Assessment tools 

The last factor that contributes to the students’ 

frustration and the subsequent struggle with 

Introductory Physics is that of assessment tools, 

which are mainly comprised of problem-based 

quizzes, tests and exams. A typical physics 

assessment test is made up of long answer 

questions and multiple choice questions, most of 

which are based on solving problems designed to 

test student understanding of physics concepts 

covered in class. Judging from the student 

responses (Table 1), 56% of the students thought 

that exams and exam formats are the main reason 

for the difficulty of physics. The problem is more 

pronounced for students in Medicine and Health 

Sciences, where students are used to essay type 

questions, which rely on memorization and recall. 

The solution to this problem may take more than a 

short paragraph to discuss. There are attempts to 

deal with this issue, especially with the 

presentation of the questions. For example, 

Suleiman and Elmehdi [9] suggested that the 

application of the “Guided Critical Thinking” 

approach to help students breakdown the problem 

was successful in raising their grades by 32%. The 

approach is based on breaking down questions 

into several sub questions that serve to guide the 

student to the solution. Whatever the solution may 

be, we have to understand that physics assessment 

tools need to be revised. Among the suggestions 

[9] discussed are research-based assignments, 

presentations and essay questions, which may give 

students the freedom to go beyond having to 

worry about finding the numerical solution to a 

specific problem.    

Realizing the importance and relevance of 

physics: 

The last factor to be discussed in this paper is to 

investigate student motivation and the 

encouragement they receive to take Physics 

courses, because of the importance and relevance 

of physics to their field of study. As indicated in 

Table (1), 80% of the students did not think 

physics was relevant to their field of study. Such a 

high percentage is shared by many administrative 

personnel who are unaware of the importance of 

physics to these disciplines, prompting several 

authors to write articles on the relevance of 

physics to non-major disciplines such as medicine, 

health sciences and engineering. For example, 

Ahmed [1] details the role of physics in 

engineering education. The author argued that 

engineers should take at least four physics courses, 

covering areas such as classical mechanics; optics, 

sound and heat; electricity and magnetism; and 

modern physics. He listed some of the high caliber 

universities in the USA and Europe that have 

included this many physics courses into their 

curriculum. The author adds that these courses 

should be supplemented by laboratory sessions to 

strengthen and facilitate the student understanding 

of physics concepts. 

Even though there is a unanimous agreement 

among educators on the importance and relevance 

of Introductory Physics to non-physics majors, 
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such as engineering, students fail to see its 

relevance. To highlight the importance of physics 

and its relevance to the engineering profession, 

instructors are encouraged to review two of the 

famous architectural disasters that took place in 

the world in the past few decades. These include 

the Collapse of the Hyatt Regency Hotel in Kansas 

City, 1981 [12, 13], and the Collapse of the Bridge 

in Washington State, 1940 [13,14]. After careful 

examination of the reasons behind these tragic 

accidents, it becomes apparent that negligence of 

basic physics phenomena was behind these 

disasters [12,13,14]. In both cases, the results of 

the investigation revealed that induced oscillations 

approached the natural frequencies of both 

structures causing resonance (the process by 

which the frequency on an object matches its 

natural frequency causing a dramatic increase in 

amplitude) [13]. The resulting large amplitude 

oscillations went beyond the range of the restoring 

force, causing a spectacular collapse. There are 

innumerable other examples of how the lack of 

physics understanding has led to costly and 

unfortunate consequences [13]. Additional 

examples of engineering disasters were also 

reported by Bartlett [14,15] and Ross [12]. These 

examples clearly demonstrate how important basic 

physics is in engineering education. 

In medicine and health sciences, Suleiman [16] 

provided a comprehensive review of the relevance 

and role of physics concepts in these disciplines. 

He argued that most biological systems and 

processes, such as muscle motion, blood flow, 

vision and hearing, etc., can be better understood 

using basic physics concepts such as forces, 

torque, fluid flow, light and optics, waves, etc. In a 

similar article, Varmus (1999) [17] highlights the 

impact of physics on biology and medicine. He 

presented a table of 25 basic physics concepts, 

which are directly correlated to medical 

applications, including those involved in 

diagnostic and therapeutic applications. He 

continues to add that the recent advances in 

molecular genetics could not have been achieved 

without the analytical as well as computational 

imaging tools of the physicist, saying that medical 

and health scientists should not only be exposed to 

such tools, but learn to use them.  

A third review is that of Mackay and Santillan 

(2005) [18], who highlighted the role and 

importance of physics to the medical field 

throughout the 18
th

 and 19
th

 centuries. They 

reviewed the advances in science and technology 

related to medicine and health sciences, including 

imaging modalities, radiotherapy and ultrasound.    

3. Conclusion  

The factors attributing to the struggle of students 

with Introductory Physics include misconceptions 

and common sense knowledge, which students 

bring with them to the class; weak physics 

background; difficulty in properly interpreting 

mathematical expressions that describe physics 

concepts and situations; and study habits, which 

tend to be most suitable for subjects such as 

history, biology etc., where students are required 

to memorize and list a set of functions and steps. 

In addition, teaching methodology and assessment 

tools are found to contribute to the frustration and 

struggle that students have with Introductory 

Physics. It is suggested that introducing 

approaches that employ IT tools such as CMS tend 

to improve student performance. As a motivating 

factor for students, the relevance of physics to the 

professions of engineering, medicine and health 

sciences should be highlighted not only to 

students, but also to program administrators and 

curriculum designers.  Even though professionals 

in the field recognize the importance of physics in 

engineering education, students should be 

reminded of this fact during their early college 

years.  

With a common understanding of the importance 

and relevance of physics in the disciplines of 

engineering, medicine and health sciences, 

curriculum designers should make sure that 

students take an adequate number of physics 

courses, which provide full coverage of basic 

physic concepts and are consistent with what is 

being taught at internationally.  To help students 
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overcome their difficulty with physics, collective 

effort from instructors and administrators is 

needed with the aim of delivering high quality 

education to students enrolled in various 

university programs.    
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Book Review:  

What are the STARS? xiii + 246 Can STARS find peace? Xiii + 254 

both by G. Srinivasan, University Press, Hyderabad (2011) 

Reviwed by: 

Jayant V Narlikar  

Inter University Centre for Astronomy and Astrophysics,  

University of Pune campus, Ganeshkhind Pune 411007 

 

                  

Stars, their origin, structure, evolution and end, 

today constitute the most successful part of 

astrophysics. The media, however, tell us that 

glamour lies elsewhere, in cosmology, with dark 

matter, dark energy, God’s particle, etc. the main 

actors. It is a pity that stellar physics, the really 

solid part of modern astrophysics gets neglected in 

the presence of the physics of the origin and 

evolution of the universe.  Against this 

background the two books listed above are most 

welcome, especially so as they come from an 

author with excellent teaching experience.  For, 

someone like G. Srinivasan who has taught the 

subject to graduate students can very well express 

the textual information in a format that the student 

reader will appreciate. The reader will also find 

the encouraging words of Lord Martin Rees who 

has written a foreword in the beginning of each 

volume. 

     The two books together are meant to cover the 

different aspects and stages of a star’s life. The 

first text deals with Sun-like (main sequence) 

stars whereas the second one deals with red giants 

and the more dramatic aspects like exploding 

stars, pulsars, black holes,etc. The chapters and 

coverage of the first book are as follows.      

     Against the backdrop of the International Year 

of Astronomy, the year 2009 AD, the author gives 

a brief description of the present revolution in 

astronomy. It is a broad brush picture of what one 

talks of today in astronomical research literature. 

This account of course includes cosmology and 

the belief that the universe started with a big bang. 

The author’s glorification of spacetime singularity 

as an exact result, however, reminds this reviewer 

of the Aesop’s fable of the fox who lost his tail 

and sought to glorify this defect. 

     Indeed, it might have been more relevant to 

stick to the stars and start with the Chapter 1. Here 

the physics behind spectra of stars is very well 

explained.  On this observed evidence the 

astronomer bases any theory of the stars.  It is 

surprising that in this discussion the Hertzsprung 

Russell diagram has been bypassed!  Although the 

HR diagram is referred to in the second volume, 

with the accolade “Perhaps the most important 

diagram in stellar astronomy is what is known as 

the Hertzsprung Russell diagram (H-R diagram)” 
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the question arises as to why its arrival on the 

scene is delayed to the second volume. This is like 

delaying the stage entry of the Prince of Denmark 

in the Shakespearean play Hamlet.   Chapters 2 

and 3 are devoted to Eddington’s classic work 

modeling the typical main sequence star.  The 

author has explained the temperature drop as one 

move from the core to the outer surface of the star 

and the role of opacity.  It is good to see a 

derivation of the Eddington limit representing the 

tussle between the forces of gravitation and 

radiation pressure.  First considered in the context 

of stars this result has been applied also in high 

energy astrophysics. 

     Chapter 5 deals with the crucial question of 

solar energy and here the author’s teaching ability 

is obvious.  Having spent a good bit of time 

explaining the nuclear fusion process which led to 

Bethe’s work on the solar model, he asks the 

desired question: the model works well but how 

do we test its validity? And he goes on to give a 

lucid outline of the solar neutrino experiments.   

This is followed by a chapter on Sounds of the Sun 

which show how the surface phenomena observed 

for the Sun can be linked to interior features of the 

solar model. Helioseismology is thus briefly 

described as well as the GONG programme that 

links solar observatories round the globe into a 

programme of uninterrupted observation of the 

Sun. The Solar and Heliospheric Observatory 

(SOHO) with its multiple uses is also described.  

The standard model of particle physics is finally 

discussed and the phenomena of neutrino 

oscillations are identified in the solar neutrino 

detectors.     

     The second book appears to allocate a 

disproportionately large share to white dwarfs and 

neutron stars.  This is presumably because the 

author may have wanted to emphasize the 

pioneering work of S. Chandrasekhar in the area 

of stars containing degenerate matter. There are 

157 pages devoted to such stars whereas the rest 

including red giants and supernovae get only 88 

pages. The result of this skew distribution is that 

some of the important topics are missed out.  Thus 

a reader brought up on this book will be unaware 

of Fred Hoyle’s brilliant solution of making 

carbon through a resonant nuclear reaction 

involving a triple alpha fusion.  Nor will the 

pioneering work of Burbidge, Burbidge, Fowler 

and Hoyle (commonly referred to as B
2
FH) on 

stellar nucleosynthesis ever enter the reading 

horizons of the readers of this book.  Attempts to 

locate these topics through the index failed; 

although in the process it became clear that the 

index also left out many important names and 

topics. Further, this reviewer could have added 

some texts to the list given  for ‘suggested 

reading’ at the end.   

     These are shortcomings that may be easily 

corrected provided the author and the publisher 

consider them important enough. Even as it is, 

these books will bring the subject of stars to the 

attention of the typical physics undergraduate who 

should not miss the chance of reading an exciting 

account. 
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